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- There can be a wider rôle for coalgebra than the familiar applications in Computer Science.
- In particular, coalgebra is (part of) the mathematics of reflexivity.
- Reflexivity is (almost) everywhere: in life, cognition, communication, language, social processes, economics, ...
- There are great scientific possibilities to use these tools in wider contexts.

I shall discuss one example: limited, but fascinating and suggestive.
The Brandenburger-Keisler paradox
N.B. Return to caveats on last slide.
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In particular, there is a project of justifying solution concepts in games, such as forwards or backwards induction, iterated admissibility etc., with reference to these spaces.

This needs some fairly strong notions of completeness: the type spaces need to be sufficiently rich to represent enough epistemic states.

Brandenburger and Keisler showed that this is close to a logical boundary: if the completeness assumptions are too strong, we get an inconsistency.

This can be seen as a kind of many-person version of Russell's paradox.
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- We say that $x$ assumes $P$ if $R_{a}(x)=P$.

This is $x \models \boxplus_{a} P$, where $\boxplus_{a}$ is the modality defined by

$$
x \models \boxplus_{a} \phi \equiv \forall y . R_{a}(x, y) \Leftrightarrow y \models \phi .
$$
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Brandenburger and Keisler show that this hypothesis, in the case where the predicates include those definable in the first-order language of this structure, leads to a contradiction. (They also show the existence of assumption complete models for some other cases.)

Our aim is to understand the general structures underlying this argument. Our first step is to recast their result as a positive one - a fixpoint lemma.
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From (1) and (2) we have:
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Taking $O \equiv \neg$ yields the BK 'paradox'. (In fact $\neg q(x)$ is equivalent to their 'diagonal formula' $D$ ).
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Proof Define a predicate $p$ by


There is $x \in X$ which represents $p$ : then

$$
p(x)=\alpha(\hat{g}(\Delta(x)))=\alpha(\hat{g}(x, x))=\alpha(p(x))
$$

so $p(x)$ is a fixpoint of $\alpha$.
Some comments on the proof. (i) Constructive. (ii) Uses two descriptions of $p$. (iii) Since $x$ represents $p, p(x)$ is (indirect) self-application.
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Of course, no set with more than one element has the fixpoint property! Basic example: $\mathbf{2}=\{0,1\}$. The negation

$$
\neg 0=1, \quad \neg 1=0
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does not have a fixpoint.
So the meaning of the theorem in Set must be taken contrapositively:
For all sets $X, \mathcal{V}$ where $\mathcal{V}$ has more than one element, there is no surjective map

$$
x \rightarrow \mathcal{V}^{X}
$$

Suitably formulated, this is valid in any elementary topos.
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Russell's Paradox. Let $\mathcal{S}$ be a 'universe' (set) of sets. Let

$$
\hat{g}: \mathcal{S} \times \mathcal{S} \rightarrow \mathbf{2}
$$

define the membership relation:

$$
\hat{g}(x, y) \Leftrightarrow y \in x
$$

Then there is a predicate which can be defined on $\mathcal{S}$, and which is not representable by any element of $\mathcal{S}$.

Such a predicate is given by the standard Russell set, which arises by applying the fixpoint lemma.
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## The general case

Lawvere's argument was in the setting of cartesian (closed) categories. Amazingly, it only needs finite products!
(In fact, even less suffices: just monoidal structure and a 'diagonal' satisfying only point naturality and monoidality.)

Let $\mathcal{C}$ be a category with finite products.
(Lawvere) An arrow $f: A \times A \rightarrow V$ is weakly point surjective (wps) if for every $p: A \rightarrow V$ there is an $x: \mathbf{1} \rightarrow A$ such that, for all $y: \mathbf{1} \rightarrow A$ :

$$
p \circ y=f \circ\langle x, y\rangle: \mathbf{1} \rightarrow V
$$

In this case, we say that $p$ is represented by $x$.
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Let $\mathcal{C}$ be a category with finite products. If $f: A \times A \rightarrow V$ is weakly point surjective, then every endomorphism $\alpha: V \rightarrow V$ has a fixpoint $v: \mathbf{1} \rightarrow V$ such that $\alpha \circ v=v$.

Proof Define $p: A \rightarrow V$ by


Suppose $p$ is represented by $x: \mathbf{1} \rightarrow A$. Then

$$
\begin{array}{rlr}
p \circ x & =\alpha \circ f \circ \Delta_{A} \circ x & \text { def of } p \\
& =\alpha \circ f \circ\langle x, x\rangle & \text { diagonal } \\
& =\alpha \circ p \circ x & x \text { represents } p
\end{array}
$$

so $p \circ x$ is a fixpoint of $\alpha$.
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However, the question of using it to prove the BK result remained open.
We shall present a way of doing this.
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The first step is to analyze exactly what logical resources are needed to carry through the BK argument.
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First observation: this argument is valid in regular logic, comprising sequents

$$
\phi \vdash_{x} \psi
$$

where $\phi$ and $\psi$ are built from atomic formulas by conjunction and existential quantification.

The intended meaning of such a sequent is

$$
\forall x_{1} \cdots \forall x_{n}[\phi \Rightarrow \psi]
$$

where $X=\left\{x_{1}, \ldots, x_{n}\right\}$.
This is a common fragment of intuitionistic and classical logic. It plays a core rôle in categorical logic.
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can be expressed as regular sequents as follows.

$$
\begin{array}{ll}
(A 1) & R_{a}(c, y) \& R_{b}(y, x) \vdash_{\{x, y\}} p(x) \\
\text { (A2) } & R_{a}(c, y) \& p(x) \vdash_{\{x, y\}} R_{b}(y, x) \\
(A 3) & \vdash \exists y . R_{a}(c, y)
\end{array}
$$

Here (A1) and (A2) correspond to assumption (1) in the informal argument. We use $c$ as a Skolem constant for $x_{0}$.

## Formal Version of the Results

## Formal Version of the Results

The formal version of the Basic Lemma:

## Lemma

From (A1)-(A3) we can infer the sequents:

$$
p(c) \vdash q(c), \quad q(c) \vdash p(c)
$$

where

$$
q(x) \equiv \exists y \cdot\left[R_{a}(x, y) \wedge R_{b}(y, x)\right]
$$

## Formal Version of the Results

The formal version of the Basic Lemma:

## Lemma

From (A1)-(A3) we can infer the sequents:

$$
p(c) \vdash q(c), \quad q(c) \vdash p(c)
$$

where

$$
q(x) \equiv \exists y \cdot\left[R_{a}(x, y) \wedge R_{b}(y, x)\right]
$$

A definable unary propositional operator will be represented by a formula context $O[\cdot]$, which is a closed formula built from atomic formulas, plus a 'hole' [.]. We obtain a formula $O[\phi]$ by replacing every occurrence of the hole by a formula $\phi$.

## Formal Version of the Results

The formal version of the Basic Lemma:

## Lemma

From (A1)-(A3) we can infer the sequents:

$$
p(c) \vdash q(c), \quad q(c) \vdash p(c)
$$

where

$$
q(x) \equiv \exists y \cdot\left[R_{a}(x, y) \wedge R_{b}(y, x)\right]
$$

A definable unary propositional operator will be represented by a formula context $O[\cdot]$, which is a closed formula built from atomic formulas, plus a 'hole' [•]. We obtain a formula $O[\phi]$ by replacing every occurrence of the hole by a formula $\phi$.

The formal version of the Fixpoint Lemma is now stated as follows:

## Lemma

Under the assumptions (A1)-(A3), every definable unary propositional operator $O[\cdot]$ has a fixpoint, i.e. a sentence $S \equiv q(c)$ such that

$$
S \vdash O[S], \quad O[S] \vdash S
$$
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- Regular logic can be interpreted in any regular category: well-powered with finite limits and images, which are stable under pullbacks. These are exactly the categories which support a good calculus of relations.
- The BK fixpoint lemma is valid in any such category. Regular categories are abundant - they include all (pre)toposes, all abelian categories, all equational varieties of algebras, and compact Hausdorff spaces. But certainly regularity is a significantly stronger requirement than merely having finite products, as in the Lawvere lemma.
- If the propositional operator $O$ is fixpoint-free, the result must be read contrapositively, as showing that the assumptions (A1)-(A3) lead to a contradiction. This will of course be the case if $O=\neg[\cdot]$ in classical logic. This yields exactly the BK argument.
- In other contexts, this need not be the case. For example if the propositions (in categorical terms, the subobjects of the terminal object) form a complete lattice, and $O$ is monotone, then by the Tarski-Knaster theorem there will indeed be a fixpoint. This offers a general setting for understanding why positive logics, in which all definable propositional operators are monotone, allow the paradoxes to be circumvented.
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is happening in a topos, and $\Omega$ is the subobject classifier.
Then this corresponds to a relation
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R \longmapsto X \times X
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Such a relation is very weakly point surjective (vwps) if for every subobject $P \longrightarrow X$ there is $c: \mathbf{1} \rightarrow X$ such that:

$$
\llbracket R(c, c) \rrbracket=\llbracket p(c) \rrbracket .
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This weaker notion is sufficient to prove the Fixpoint Lemma.
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## What is a 'propositional operator'?

To find the right 'objective' - i.e. language independent - notion, once again we consider the topos case, and translate out of that into something which makes sense much more widely.

In a topos, a propositional operator is an endomorphism of the subobject classifier

$$
\alpha: \Omega \rightarrow \Omega
$$

(In more familiar terms: a operator on the lattice of truthvalues, e.g. BAO's.)
Note that by Yoneda, since Sub $\cong \mathcal{C}(-, \Omega)$, such endomorphisms of $\Omega$ correspond bijectively with endomorphisms of the subobject functor - i.e. natural transformations

$$
\tau: \text { Sub } \Longrightarrow \text { Sub }
$$

Thus this is the right semantic notion of 'propositional operator' in general.
Naturality corresponds to commuting with substitution.
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If $R$ is a vwps relation on $X$ in a regular (even a lex) category, then every endomorphism of the subobject functor

$$
\tau: \text { Sub } \Longrightarrow \text { Sub }
$$

has a fixpoint.
$N B$ : a fixpoint $\mathrm{K1} \Longrightarrow$ Sub is determined by its value at $\operatorname{Sub}(\mathbf{1})$.

Proof We define a predicate $P(x) \equiv \tau(R(x, x))$, so $\llbracket P \rrbracket=\tau_{x}\left(\Delta_{x}^{*}(R)\right)$. By vwps, there is $c: \mathbf{1} \rightarrow X$ such that:

$$
\llbracket P(c) \rrbracket=c^{*}(P)=\langle c, c\rangle^{*}(R)=\llbracket R(c, c) \rrbracket .
$$

Then

$$
\begin{aligned}
\llbracket P(c) \rrbracket & =c^{*}(P)=c^{*}\left(\tau_{X}\left(\Delta_{X}^{*}(R)\right)=\tau_{1}\left(c^{*} \circ \Delta_{X}^{*}(R)\right)=\tau_{1}\left(\langle c, c\rangle^{*}(R)\right)\right. \\
& =\tau_{1}\left(c^{*}(P)\right)=\tau_{1}(\llbracket P(c) \rrbracket) .
\end{aligned}
$$
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Our Basic Lemma can now be restated as follows:

## Lemma

If $R_{a}$ and $R_{b}$ satisfy the $B K$ assumptions (A1)-(A3), then $R$ is vwps.
Hence the relational Lawvere fixpoint lemma applies!
As an immediate Corollary, we obtain:

## Lemma (BK Fixpoint Lemma)

If $R_{a}$ and $R_{b}$ satisfy the BK assumptions (A1)-(A3), then every endomorphism of the subobject functor has a fixpoint.
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The generalized $B K$ assumptions for such a belief cycle:
For each subobject $p \longrightarrow A$, there is some $c: \mathbf{1} \rightarrow A$ such that

$$
\begin{aligned}
c \models & \square_{1} \cdots \square_{n} \boxplus_{n+1} p \\
& \wedge \\
& \diamond_{1} \top \& \square_{1} \diamond_{2} \top \& \cdots \& \square_{1} \cdots \square_{n-1} \diamond_{n} \top
\end{aligned}
$$

These assumptions can be written straightforwardly as regular sequents.
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In modal terms:

$$
c \models \boxplus p \equiv \forall x . R(c, x) \Leftrightarrow p(x) .
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One-person BK is (relational) Lawvere!
The force of the BK argument is that the (very) wps property propagates back along belief chains.

In particular, this produces the 'believes-assumes' construction of BK, or the generalized version believes*-assumes.

There is also a kind of converse; see the paper in the Proceedings.
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Thus a state for Alice is a pair $(s, t)$ where $s$ is a strategy from her strategy-set and $t$ is a type. Given an isomorphism $\alpha: T_{a} \xrightarrow{\cong} \mathbf{P}\left(U_{b}\right)$, we can define a relation $R_{a}: U_{a} \xrightarrow{\longrightarrow} U_{b}$ by:

$$
R_{a}\left((s, t),\left(s^{\prime}, t^{\prime}\right)\right) \equiv\left(s^{\prime}, t^{\prime}\right) \in \alpha(t)
$$

Note that $(s, t)$ assumes $\alpha(t)$. Because $\alpha$ is an isomorphism, the belief model ( $U_{a}, U_{b}, R_{a}, R_{b}$ ) is automatically assumption complete with respect to $\mathbf{P}\left(U_{a}\right)$ and $\mathbf{P}\left(U_{b}\right)$.
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Now we define a functor $F: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C} \times \mathcal{C}$ on the product category:

$$
F(X, Y)=\left(F_{a}(Y), F_{b}(X)\right)
$$

To ask for a pair of isomorphisms as in (1) is to ask for a fixpoint of the functor $F$ : an object of $\mathcal{C} \times \mathcal{C}$ (hence a pair of objects of $\mathcal{C},\left(T_{a}, T_{b}\right)$ ) such that

$$
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This 'symmetric feedback' is directly analogous to constructions which arise in Geometry of Interaction and the Int construction. It is suggestive of a compositional structure for interactive belief models.
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- Set, with $\mathbf{P}(X)=\mathcal{P}_{\kappa}(X)$, the collection of all subsets of $X$ of cardinality less than $\kappa$, where $\kappa$ is an inaccessible cardinal.
Note that the terminal sequence for this functor is always transfinite, as analyzed in detail by Ben Worrell.
- Stone spaces with the Vietoris powerspace construction.

In this case, the final coalgebra is reached after $\omega$ stages of the terminal sequence.

- Algebraic Lattices, with either the upper or lower powerdomain functor.

We must also consider the closure properties of these spaces under logical constructions, as a measure of how expressive they are in defining predicates.

These models are all closed under conjunction, disjunction, existential and universal quantification, and constructions corresponding to the assumes and believes modalities (in the powerdomain cases, with some order-theoretic saturation).
They are also closed under various forms of recursive definition.
They are not, of course, closed under negation!
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- Where are the boundaries between the reflexivity covered by coalgebra, and that requiring self-application?
- Can we get a clean categorical formulation of the Kleene recursion theorem (the intensional one)? How can we use it?
- Can we relate these ideas to Robert Rosen's tantalising proposals about Life Itself?
- Can we identify reflexivity as a fundamental phenomenon at the level of biology and above?
- Is there reflexivity in physics?
- What is the scope of of interactive versions of logical and mathematical phenomena which have previously only been studied in 'one-person' versions?

