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Motivation II – What is ecumenism?

The terms ecumenism and ecumenical come from the Greek oikoumene, which
means “the whole inhabited world”.
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Philosophical motivation

Logical inferentialism:

I the meaning of the logical constants can be specified by the rules that
determine their correct use;

I proof-theoretical requirements on admissible logical rules: harmony and
separability;

I pure logical systems: negation is not used in premises.
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Logical motivation (dialogue by Luiz Carlos)

I IL: if what you mean by (A ∨ B) is ¬(¬A ∧ ¬B), then I can accept the
validity of (A ∨ ¬A)!

I CL: but I do not mean ¬(¬A ∧ ¬¬A) by (A ∨ ¬A). One must distinguish
the excluded-middle from the the principle of non-contradiction. When I
say that Goldbach’s conjecture is either true or false, I am not saying that
it would be contradictory to assert that it is not true and that it is not the
case that it is not true!

I IL: but you must realize that, at the end of the day, you just have one
logical operator, like the Quine’s dagger (a.k.a. NOR).

I CL: But this is not at all true! The fact that we can define one operator in
terms of other operators does not imply that we don’t have different
operators!

It is true that we can prove ` (A ∨c B)↔ ¬(¬A ∧ ¬B) in the ecumenical
system, but this does not mean that we don’t have three different
operators: ¬, ∨c and ∧.
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Mathematical motivation (example by Emerson Sales)

if x + y = 2z then x ≥ z or y ≥ z .
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In this talk

What makes logical connectives (including modalities) classical or intuitionistic?

How about ecumenical typing and verification?

7 / 43



In this talk

What makes logical connectives (including modalities) classical or intuitionistic?

How about ecumenical typing and verification?

7 / 43



Outline

Proof Theory

Ecumenism

The quest for purity

Modalities

Achieving purity

Some discussion
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What is Proof Theory?
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What is Proof Theory?

discipline mathematical objects (some) tools
set theory sets functions

model theory models & theories definable & type-definable sets
complexity theory algorithms time & memory
recursion theory computable functions algorithms

proof theory proofs formalisms
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Proof theory according to Sonia Marin

It is all about proofs:

I are they equal? (by the way, what is equal??)

I can we transform one proof into another?

I can we identify patterns?

I for answering all this: formalisation of proofs in a purely mathematical
language;

I discipline: proof theory;

I Applications: automatic theorem provers/checkers; extract algorithms
from a proof; extract counter-examples from failed proof-search (proof
mining); extract proof systems from counter-examples; determine which
axioms are required to prove which theorems (reverse mathematics);
determine sizes of the proofs (proof complexity).
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Reasoning about Brouwer-Heyting-Kolmogorov conditions

H1 A proof of A ∧ B is given by presenting a proof of A and a proof of B.

A B
A ∧ B

∧I

H2 A proof of A∨B is given by presenting either a proof of A or a proof of B.

A
A ∨ B

∨I1 B
A ∨ B

∨I2

H3 A proof of A→ B is a construction which permits us to transform any
proof of A into a proof of B.

[A]
...
B

A→ B
→ I
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Gentzen: sequent calculus

Some locality: sequents keep track of open assumptions

Gentzen: sequent calculus

Some locality: sequents keep track of open assumptions

What is the structure of proofs?

A1 � � � An
B

� Deriving (vertical): proof-level implication (A → B)
� Branching (horizontal): proof-level conjunction (A1 ∧ · · · ∧ An)
� Modus ponens: mixes formula-implication and proof-conjunction

� Proof composition: implements proof-level modus ponens

A B

C
+
C D

E

⇒
A B

C D

E

;

What is the structure of proofs?

A1 · · · An � B

� Deriving (vertical): proof-level implication

� Branching (horizontal): proof-level conjunction

� Sequents (A1 · · · An � B): another proof-level implication (A → B)
� Contexts (A1 · · · An): another proof-level conjunction (A1 ∧ · · · ∧An)
� Cut-rule: mixes sequent-implication and branching-conjunction

� Implication-left: mixes formula-implication and
branching-conjunction

Γ � A A ∆ � BΓ ∆ � B Γ � A B ∆ � CΓ A → B ∆ � C

where � = A1, . . . , An is the context.

Rules: right = introduction rules; left = re-reading elimination rules.

Derivation: tree with vertices labelled by sequents.

Analyticity = cut-elimination.

Analyticity ; sub-formula property: induces a structure on the proofs
(in terms of the end formula).

Thus, proof structure can be exploited to formalise reasoning,
investigate meta-logical properties of the logic e.g. decidability,
complexity and interpolation, and develop automated deduction
procedures.
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What is behind Ecumenism?

For a classical logician A ∨ ¬A is a theorem.

For an intuitionistic logician it is not.

But why (and where) do they disagree?

A⇒ A
init

⇒ A,¬A ¬R

⇒ A ∨ ¬A ∨R

?
A⇒ ⊥
⇒ ¬A ¬R
⇒ A ∨ ¬A ∨R2

A solution: They are not talking about the same connective(s) (Prawitz 2015)

“The classical logician is not asserting what the intuitionistic logician
denies: The classical logician asserts

A ∨c ¬A

to which the intuitionist does not object; He objects to the universal
validity of

A ∨i ¬A,
which is not asserted by the classical logician.”
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Prawitz’s ecumenical natural deduction system

[A,¬B]

Π
⊥

A→c B
→c -int

[¬A,¬B]

Π
⊥

A ∨c B
∨c -int

[∀x .¬A]

Π
⊥
∃cx .A ∃c -int

[A]

Π
⊥
¬A ¬-int

A B
A ∧ B

∧-int

A(a/x)

∀x .A ∀-int

[A]

Π
B

A→i B
→i -int

Aj

A1 ∨i A2
∨j

i -int

A(a/x)

∃ix .A ∃i -int

Classical Shared Intuitionistic

(Prawitz 2015)
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Our ecumenical sequent system LE

Γ,A,¬B ⇒ ⊥
Γ⇒ A→c B

→c R

Γ,¬A,¬B ⇒ ⊥
Γ⇒ A ∨c B

∨cR

Γ,∀x .¬A⇒ ⊥
Γ⇒ ∃cx .A ∃cR

Γ,A⇒ ⊥
Γ⇒ ¬A ¬R

Γ⇒ A Γ⇒ B
Γ⇒ A ∧ B

∧R

Γ⇒ A[y/x ]

Γ⇒ ∀x .A ∀R

Γ,A⇒ B

Γ⇒ A→i B
→i R

Γ⇒ Aj

Γ⇒ A1 ∨i A2
∨iRj

Γ⇒ A[a/x ]

Γ⇒ ∃ix .A ∃iR

Classical Shared Intuitionistic

(Pimentel, Pereira, de Paiva 2021)
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Back to our mathematical motivation

x < z , y < z ⇒ x + y 6= 2z x + y = 2z , x + y 6= 2z ⇒ ⊥
x + y = 2z , x < z , y < z ⇒ ⊥ cut

x + y = 2z ⇒ x ≥ z ∨c y ≥ z
∨cR

⇒ x + y = 2z →i x ≥ z ∨c y ≥ z
→i R

18 / 43



Ecumenical proofs

Theorem
Γ⇒ A is provable in LE iff `LE

∧
Γ→i A.

I The ecumenical entailment is intuitionistic!

I That is, even though some formulas carry with them the notion of classical
truth, the logical consequence is intrinsically intuitionist.

I As it should be, since the ecumenical system embeds the classical behavior

into intuitionistic logic.

I But if A is classical, the entailment can be read classically.

I And this justifies, proof-theoretically, the ecumenical view of entailments
in Prawitz’s original proposal.
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Pure systems

The definition of classical connectives depend on other connectives:

[∀x .¬A]

Π
⊥
∃cx .A ∃c -int

Γ,∀x .¬A⇒ ⊥
Γ⇒ ∃cx .A ∃cR

Purifying systems:

I Polarities

Γ1 ⇒ ∆1,P Γ2 ⇒ ∆2,Q

Γ1, Γ2 ⇒ ∆1,∆2,P ∧ Q
∧P

Γ⇒ ∆,N Γ⇒ ∆,M

Γ⇒ ∆,M ∧ N
∧N

I Stoup
Γ⇒ ∆;P

Γ⇒ ∆,P; · D
Γ⇒ ∆,N; ·
Γ⇒ ∆;N

store
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Ecumenical rules with stoup – NE

[·;A]

Π
∆,B; ·

∆;A→c B
→c -int

∆,A,B; ·
∆;A ∨c B

∨c -int

∆, ∃cx .A;A(a/x)

∆; ∃cx .A ∃c -int

Classical

[·;A]

Π
∆; ·

∆;¬A ¬-int

∆1;A ∆2;B

∆1,∆2;A ∧ B
∧-int

∆;A(a/x)

∆; ∀x .A ∀-int

Shared

[·;A]

Π
∆;B

∆;A→i B
→i -int

∆;Aj

∆;A1 ∨i A2
∨j

i -int

∆;A(a/x)

∆;∃ix .A ∃i -int

Intuitionistic

(Pereira & Pimentel 2023)

The idea:
`NE Γ⇒ ∆; Σ iff `LE Γ,¬∆⇒ Σ
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A study case: Peirce’s Law

Typical proof:

[¬A]2 [A]3

¬-elim⊥
DN

B
3 →-int

A→ B [(A→ B)→ A]1

→-elim
A [¬A]2

¬-elim⊥
2 DN

A
1 →-int

((A→ B)→ A)→ A

23 / 43



A study case: Peirce’s Law

Ecumenical stoup:

[·; (A→c B)→c A]3

[·;A]1

der
A,B; ·

1 →c -int
A;A→c B

[·;A]2

der
A; ·

2 →c -elim
A; ·

3 →c -int·; ((A→c B)→c A)→c A
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Ecumenical stoup:
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[·;A]1

der
A,B; ·

1 →c -int
A;A→c B

[·;A]2

der
A; ·

2 →c -elim
A; ·

3 →c -int·; ((A→c B)→c A)→c A

More interestingly:
`LE ·; ((A→j B)→k A)→c A

with j , k ∈ {i , c}.
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Application I: term calculus

The design of the proof system is not only a matter of taste: adequate
proposals for extensions and/or applications.

Michel Parigot (trying to establish a link between control operators and
classical constructs):

“The difficulties met in trying to use ¬¬A→ A (or the classical absur-
dity rule) as a type for control operators is not really due to classical
logic, but much more to the deduction system in which it is expressed.
It is not easy to find a satisfactory notion of reduction in usual natural
deduction because of the restriction to one conclusion which forbids
the most natural transformations of proofs.”

Parigot’s solution: adopt a system with stoup!

24 / 43



Application I: term calculus

The design of the proof system is not only a matter of taste: adequate
proposals for extensions and/or applications.

Michel Parigot (trying to establish a link between control operators and
classical constructs):

“The difficulties met in trying to use ¬¬A→ A (or the classical absur-
dity rule) as a type for control operators is not really due to classical
logic, but much more to the deduction system in which it is expressed.
It is not easy to find a satisfactory notion of reduction in usual natural
deduction because of the restriction to one conclusion which forbids
the most natural transformations of proofs.”

Parigot’s solution: adopt a system with stoup!

24 / 43



Application I: term calculus

The design of the proof system is not only a matter of taste: adequate
proposals for extensions and/or applications.

Michel Parigot (trying to establish a link between control operators and
classical constructs):

“The difficulties met in trying to use ¬¬A→ A (or the classical absur-
dity rule) as a type for control operators is not really due to classical
logic, but much more to the deduction system in which it is expressed.
It is not easy to find a satisfactory notion of reduction in usual natural
deduction because of the restriction to one conclusion which forbids
the most natural transformations of proofs.”

Parigot’s solution: adopt a system with stoup!

24 / 43



PARIGOT's AM

u Pt B E t P't A B E u P't A E
Asen Pt A 713,2 ta P P B 2,2 g

t Pta E e P ATE 3

Mae 748
É

a t Pt AYE
This is thisadds É
dereliction any formula I

totheclassical
CANNOT

HAVETHIS

context rule

25 / 43



Ecumenical term calculus

6.2 Type system

Definition 6.2 (Types). Suppose given a denumerably infinite set of base types
{↵,�, . . .}. The set of types is given by the following grammar:

A, B ::= ↵ | A !i B | A !c B

Here (!i) stands for the intuitionistic implication whereas (!c) stands for the
classical implication.

Definition 6.3 (Typing system). Derivability of typing judgments � ` O :
A ; �, where O is a term or a command, is defined inductively by the following
rules.

ax
�, x : A ` x : A ; �

�, x : A ` t : B ; �
I-!i

� ` �x. t : A !i B ; �

� ` t : A !i B ; � � ` s : A ; � �, x : B ` r : C ; �
E-!i

� ` t (s, x.r) : C ; �

�, x : A ` c : ? ; � [ {↵ : B}
I-!c

� ` µ(x,↵). c : A !c B ; �

� ` t : A !c B ; � � ` s : A ; � �, x : B ` c : ? ; �
E-!c

� ` t [s, x.c] : ? ; �

� ` t : A ; �
der

� ` [↵] t : ? ; � [ {↵ : A}
� ` c : ? ; �

Wi
� ` #c : B ; �

Figure 3: Ecumenical type system for the �µLEp-calculus.

The constant type ? is used for typing commands.

6.2.1 Annotations

1. Intuitionistic Weakening is not used for normalization, but for provability
of non minimal intuitionistic logic.

Example: ¬B, A !c B, A ` C; · is not provable:

(A !c B is in �)

� ` A !c B; ·
(A is in �)

� ` A; ·
(¬B is in �)

�, B ` ·; ·
� ` ·; · !c -elim

� ` C; · W

with � = ¬B, A !c B, A. The strategy of this proof is to remove C from
the stoup. This example indicates that the reductio ad absurdum can’t be
captured without having intuitionistic weakening.

2. Instead of having commands without types, we could use ?.

3. La lógica clásica colapsa si tenemos:

�, x : A ` c : ? ; ↵ : B,�

�, x : A ` µ↵.c : B ; �

8
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Application II: verification

Rewriting Logic (Maude)
rl [tensorR] : Gamma, Delta |- F x G => (Gamma |- F) , (Delta |-G) .

Gap between what is represented and its representation

Rewriting Logic can rightfully be said to have “ε-representational distance” as
a semantic and logical framework. (José Meseguer)

Rewriting logic: Equational theory + rewriting rules

L-framework (invertibility):

• Case rule LC

• Case rule I1

• Case rule ¬L

h3 : �4, ¬F5 ` �6@F5

•h3 : �4, ¬F5 ` �6@F1 ^ F2

¬L  h3 : �4, ¬F5 ` �6@F5
ax

•h3 : �4, ¬F5 ` �6@F2

¬L

4.6 Status of _iR1: : Non invertible

• Case rule W

h3 : �4 ` �5@⇤
•h3 : �4 ` �5@F1 _i F2

W  h3 : �4 ` �5@⇤
ax

•h3 : �4 ` �5@F1
W

• Case rule S

• Case rule !i R

• Case rule ^R

• Case rule _iR1

h1 : �2 ` �3@F4

•h1 : �2 ` �3@F4 _i F5
_iR1  h1 : �2 ` �3@F4

ax

•h1 : �2 ` �3@F4
height

• Case rule _iR2

h1 : �2 ` �3@F5

•h1 : �2 ` �3@F4 _i F5
_iR2  •h1 : �2 ` �3@F4

fail

• Case rule ¬R

• Case rule D

• Case rule !c R

• Case rule _cR

• Case rule CC

• Case rule !c L

16
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For non-atomic propositional formulas: 
Just check the truth table 

in each world!
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w

vℳ = ⟨W, R, V⟩

p

q

wRv vRv

V(p) = 1

V(q) = 1

ℳ, w /⊧ □ p ℳ, v /⊧ □ p

ℳ, w ⊧ □ q ℳ, v ⊧ □ q

ℳ, w ⊧ □ (p → q) ℳ, v ⊧ □ (p → q)
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Relational models

M,w  p iff p ∈ V (w);
M,w  ⊥ never holds;
M,w  ¬A iff ∀ v ≥ w .M, v 6 A;
M,w  A ∧ B iff M,w  A and M,w  B;
M,w  A ∨ B iff M,w  A or M,w  B;
M,w  A→ B iff M,w 6 A or M,w  B;
M,w  2A iff for all v . wRv implies M, v  A;
M,w  3A iff there exists v . wRv and M, v  A.
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[�A]x = ∀y(R(x , y)→ [A]y ) [3A]x = ∃y(R(x , y) ∧ [A]y )

M,w |= �A iff for all v such that wRv ,M, v |= A.
M,w |= 3A iff there exists v such that wRv and M, v |= A.

R(x , y) represents the accessibility relation R in a Kripke frame.
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Ecumenical modalities

[�A]x = ∀y(R(x , y)→ [A]y ) [3A]x = ∃y(R(x , y) ∧ [A]y )

`OL A iff `ML ∀x .[A]x

I ML = classical logic ; OL = classical modal logic K.
I ML = intuitionistic logic ; OL = intuitionistic modal logic IK.
I ML = Ecumenical logic ; OL = Ecumenical modal logic EK.
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[�A]ex = ∀y(R(x , y)→i [A]ey )

[3iA]ex = ∃iy(R(x , y) ∧ [A]ey ) [3cA]ex = ∃cy(R(x , y) ∧ [A]ey )

I 3cA↔i ¬�¬A but 3iA 6↔i ¬�¬A.
I Restricted to the classical fragment: � and 3c are duals.
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Ecumenical Modal Logic

I Formulas: A ::= pi | pc | ⊥ | A ∧ A | A ∨i A | A ∨c A | A→i A | A→c A |
2A | 3iA | 3cA

I Independence of the modalities

I Axioms: ecumenical propositional logic and

k1 : 2(A→i B)→i (2A→i 2B) EK (Marin et al. 2020)

k2 : 2(A→i B)→i (3iA→i 3iB)
k3 : 3i (A ∨i B)→i (3A ∨i 3B)
k4 : (3iA→i 2B)→i 2(A→i B)
k5 : ¬3i⊥

I Rules: modus ponens:
A A→ B

B
necessitation:

A

2A

I Semantics: Ecumenical Birelational structures (W ,R,≤)

a non-empty set W of worlds;

a binary relation R ⊆ W ×W ;

a preorder ≤ on W .

(F1) u′ v ′
R

u

≤

v
R

≤

(F2) u′
R

v ′

u

≤

R
v

≤

M,w |=E ♦cA iff ∀v ≥ w .∃u.v (≤ ◦R ◦ ≤) u, M, u |=E A
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Ecumenical modal proof theory

Labeled modal rules:

x : 2¬A, Γ ` x : ⊥
Γ ` x : 3cA

3cR xRy , Γ ` y : A

Γ ` x : 2A
�R

xRy , Γ ` y : A

xRy , Γ ` x : 3iA
3iR

Extensions:

Axiom Condition First-Order Formula
T : �A→i A ∧ A→i 3iA Reflexivity ∀x.R(x, x)

4 : �A→i ��A ∧ 3i3iA→i 3iA Transitivity ∀x, y, z.(R(x, y) ∧ R(y, z))→i R(x, z)
5 : �A→i �3iA ∧ 3i�A→i 3iA Euclideaness ∀x, y, z.(R(x, y) ∧ R(x, z))→i R(y, z)

B : A→i �3iA ∧ 3i�A→i A Symmetry ∀x, y.R(x, y)→i R(y, x)

Rules:
xRx , Γ ` w : C

Γ ` w : C
T

xRz , Γ ` w : C

xRy , yRz , Γ ` w : C
4

yRz , Γ ` w : C

xRy , xRz , Γ ` w : C
5

yRx , Γ ` w : C

xRy , Γ ` w : C
B
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Getting rid of negation

LE

Γ,¬∆ ` C

Γ ` ∆;C

LCE

Γ,A ` B

Γ ` A→i B
→i R

Γ,A ` ∆;B

Γ ` ∆;A→i B
→i R

Γ,A,¬B ` ⊥
Γ ` A→c B

→c R
Γ,A ` B,∆; ·

Γ ` A→c B,∆; · →c R

labEK

x : 2¬A, Γ⇒ x : ⊥
Γ⇒ x : 3cA

3cR
xRy , Γ ` y : A, x : 3cA,∆; ·

xRy , Γ ` x : 3cA,∆; · 3cR

Pure labEK
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A derivation example

xRy , y : A, x : ¬2¬A ` x : 3cA, y : A; · init

xRy , y : A, x : ¬2¬A ` x : 3cA; · 3cR

xRy , x : ¬2¬A ` x : 3cA; y : ¬A ¬R

x : ¬2¬A ` x : 3cA; x : 2¬A 2R

x : ¬2¬A ` x : 3cA; · ¬L
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Getting rid of labels

I Polarities:

N := pc | ⊥ | A ∨c A | A→c A | 3cA
P := pi | A ∨i A | ¬A | A→i A | A ∧ A | 3iA | 2A

I Harmony:

Γ ` ∆; x : P x : P, Γ ` ∆; Π

Γ ` ∆; Π
cuti

Γ ` ∆, x : N; Π∗ x : N, Γ ` ∆; Π

Γ ` ∆; Π
cutc

where Π∗ is either empty or some y : P ∈ ∆

I Internal nested systems – no labels! nEK (Marin et al. 2021).

xRy , xRz , z : C ∧ D ⇒ x : 3cA; y : ¬B

corresponds to the tree of sequents with stoup

23:10 A tour on ecumenical systems

This not only allowed for establishing the meaning of modalities via the rules that determine their229

correct use (logical inferentialism [5]), but it also places ecumenical systems as a unifying framework230

for modalities of which well known modal systems are fragments.231

We shall briefly describe the general idea behind a pure label free calculus for ecumenical232

modalities. First of all, inspired by [41], we adopt the following notation for (one-sided) sequents233

with stoup:234

formulae in the left context � (left inputs) will be marked with a full circle •;235

formulae in the classical right context � (right inputs) will be marked with a triangle O;236

the formula in the stoup ⌃ (right output) will be marked with a white circle �.237

Hence, for example, the sequent with stoup C ^ D) ^cA;¬B will be written as C ^ D•,^cAO,¬B�.238

Second, we substitute labels for nestings, where a single sequent is replaced with a tree of sequents,239

whose nodes are multisets of formulae, with the relationship between parent and child in the tree240

represented by bracketing [·].241

For example, the labelled sequent with stoup xRy, xRz, z : C ^ D) x : ^cA; y : ¬B corresponds242

to the nested sequent ^cAO, [¬B�], [C ^ D•], which in turn represents the following tree of sequents243

with stoup244

) ·;¬B C ^ D) ·; ·

) ^cA; ·
245

The modal rules in nested systems then govern the transfer of (modal) formulae between the246

di↵erent sequents, and they are local, in the sense that it is su�cient to transfer only one formula at a247

time.248

In [24] we presented the nested ecumenical modal system nEK. We will highlight next some of
its rules. Starting with modalities, the nested rules for the intuitionistic diamond are

�{[A•]}
�{^iA•} ^

•
i

⇤1{[A�,⇤2]}
⇤1{^iA�, [⇤2]} ^

�
i

where ⇤ represents a nested context containing only input formulae5. In the worlds-as-nestings249

interpretation [12], doing proof search in a system containing these rules actually corresponds to250

moving bottom-up on a Kripke structure: in rule ^•i , assuming ^iA in a certain nesting (corresponding251

to a world, say, x) is equivalent to creating a new nesting (corresponding to a fresh world, say, y252

related to x) and assuming A there (compare with rule ^iL in Figure 3).253

Polarities determine the mobility of formulae between contexts, via the decision and store rules.

�⇤{PO, P�}
�?

� {PO} D ⇤{NO,?�}
⇤{N�} store

In a bottom-up reading, a positive formula is chosen to be ‘focused on’ in the decision rule D, while a254

negative formula in the stoup can be stored in the classical context by using the rule store, just as255

described in Section 3.256

Finally, the positive and negative nested versions of the cut rule are given by

�⇤{P�} �{P•}
�{?} cut�

�P{NO} �{N•}
�{?} cutO

5 Observe that rules are applied anywhere in the nesting structure, which is represented by contexts with a hole of the
form �{ }.
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♥ Subjects dear to me ♥ – Part I

Ecumenical systems may help us to have a better understanding of the relation
between classical logic and intuitionistic logics.
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Ecumenical systems may help us to have a better understanding of the relation
between classical logic and intuitionistic logics.
I discuss the precise detection of the parts of a mathematical proof that are

intrinsically intuitionistic, classical or independent;
I other approaches: how about negation?
I ecumenical nature of atoms.

I algebraic ecumenical models?

I Nothing is said about the basic relations used for generating atomic
formulas.

I Should atoms be primitive relations or be defined?
I Moreover: the presence of classical and intuitionistic “interpretations” of

predicates entails a double-negation flavor to the system!
I Recent work with Luiz Carlos and Valeria: ecumenical systems with no

such interpretations. The constructive interpretation interpolates the
Gödel-Gentzen translation:

It should not come as a surprise that for this form of classical reasoning
we cannot give a uniform method of describing the places in familiar clas-
sical assertions where intuitionistic logical operators are being used and
where classical logical operators are being used, because this depends on
how the assertion under consideration is actually being proved. There are
several situations that may arise. Sometimes various options are avail-
able to be proved which all are logical equivalent, however the form of
the resulting assertions may look quite di↵erent. We give some examples:

– 8ix('!i 9cy )
– 8ix('!c 9iy )
– 8cx('!i 9iy )

([Kra92], p.17)

In section 4 Krauss observes, as Prawitz did later in 2015, that

Of course, our constructive refinement of classical logic is related to the
Gödel-Gentzen Negative Translation (see, eg. Troelstra and van Dalen
[25], p.56). In this section we shall describe this relationship.([Kra92],
p.19)

According to Krauss, the constructive interpretation of classical logic he proposes
is not the Gödel-Gentzen negative translation4 because

It is not di�cult to see that [this interpretation] interpolates the Gödel-
Gentzen negative translation. ([Kra92], p.20)

But what does it mean to say that Krauss’ constructive interpretation interpo-
lates the Gödel-Gentzen negative translation? According to Krauss, we can de-
fine two functions [·]� and [·]� such that, if g corresponds to the Gödel-Gentzen
translation5, the following diagram commutes:

[� ]�

� [[� ]�]�

[·]�[·]�

g

The idea is that the function [·]� eliminates occurrences of classical operators by
their “intuitionistic interpretations”6:

4 See also [dPNdM01] pp.107-112.
5 Actually, the translations proposed by Gödel and by Gentzen di↵er, in the propo-

sitional case, in the way they treat implication. The Go translation of Gödel is
Go[A ! B] = ¬(¬Go[A] ^ ¬Go[B]), while Gentzen’s translation Ge is literal, i.e.,
Ge[A ! B] = (Ge[A] ! Ge[B]). This di↵erence has an important consequence:
the elimination of ! in the translation allows Gödel to prove that in the fragment
{¬,^} one cannot distinguish classical logic from intuitionstic logic with respect to
theorems. We use Gödel’s translation since it corresponds more closely to the form
of the rules for classical implication !c.

6 The function [·]� defined here is adapted to the meaning of the operators given by
the rules of Prawitz’ system, hence it is di↵erent from the one defined by Krauss.
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I discuss the precise detection of the parts of a mathematical proof that are

intrinsically intuitionistic, classical or independent;
I other approaches: how about negation?
I ecumenical nature of atoms.
I algebraic ecumenical models?
I Model-theoretic semantics: truth × Proof-theoretic semantics: proof
I Emphasizes the fundamental nature of proofs.
I Satisfiability of an atomic formula p at a state w in a Kripke model:

w  p iff w ∈ V (p)

Validity w.r.t. a set of atomic rules S in proof-theoretic semantics:

S p iff `S p

I Recent work with Victor and Luiz Carlos: proof-theoretic semantics for
ecumenical logical systems. Main motto:

Classical proof + monotonicity = intuitionistic proof of double nega-
tion.
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♥ Subjects dear to me ♥ – Part II

What can we say about modal ecumenical systems?
I constructive modal logic and beyond;
I algebraic ecumenical models?
I ecumenical typing: fragments as well known typed modal systems;
I ecumenical nature of atoms.
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♥ Subjects dear to me ♥ – Part II

What can we say about modal ecumenical systems?
I constructive modal logic and beyond;
I algebraic ecumenical models?
I ecumenical typing: fragments as well known typed modal systems;
I ecumenical nature of atoms.

Connectedness property:

(Conn1) aRb ∨ bRa (Conn2) ¬(a = b)→ aRb ∨ bRa

If R is reflexive, then

`LK Conn2 → Conn1 but 6`LJ Conn2 → Conn1

I Background logic = classical logic ⇒ the same characterization of S4.3 by
using Conn1 or Conn2.

I Background logic = intuitionistic logic ⇒ two different modal extensions.
I Alberto Naibo: “Would this make any difference at the level of the modal

systems that we can characterize using an intuitionistic background logic?”
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Thanks!!!

Obrigada!!!

Merci!!!

Gracias!!!

,
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