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GSOS Laws (Turi-Plotkin Semantics)

Let endofunctors ¥ and B, modelling syntax and behavior
> GSOS laws are nat. transformations px: 2(X x BX) = B¥X*X

>

More generally, any distributive law of a monad T over a

comonad S, although these tend to be (co)freely generated
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Bialgebras

Any and all transitions of a composite term are determined by the

transitions of its subterms
2-algebra B-coalgebra
g h
2X > X » BX

(X x BX) 7 » BY*X




Bialgebras

There is the category p-bialg of p-bialgebras:
Objects of p-bialg are p-bialgebras
Morphisms are maps that are both algebra and coalgebra
homomorphisms at the same time
The initial £-algebra (A,a) extends to the initial p-bialgebra
The final B-coalgebra (Z,z) extends to the final p-bialgebra
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Corollary. There is a unique bialgebra map beh : A — Z, mapping terms
to their behaviors. Hence, bisimilarity is a congruence®.



An example

P, p Q" Q

P+Q - P P+Q -2 Q

BX = PiA, x X), 85X = X x X

p:3(Id x B) = BY*
(x, X)+ (y,Y) —> XUY



A While language

skip asn

s,skip | s s,(z:=¢€) | S[zeie].]
le]s =0 le]s #0 ¢ =while e p
whilel - while2
s,whileep | s s,q — s,(p; q)
. $,pd 8 ; $,p—s,p
seq Seq
S, (p, Q) — Sl,q Sy (p’ Q) = 3,7 (p,; Q)



Imperative languages

Originally, Turi considered functor (S x (X + 1))°
to model the behavior of imperative languages
For instance, sequential composition had a component of the

type S x (X X (S x (X +1))°)? =S x (X +1)

(s, (2" 5y)) if f(s) = (s, 2)
(s', ) if f(s)=(s,v).

s,(z, f), (y,9) — {



Imperative languages

Originally, Turi considered functor (S x (X + 1))5
to model the behavior of imper~*"

For instance, sequenti~’ ‘\ mponent of the
\L X + 1)

type S x (X
OQE x5 y)) it f(s) = (s, @)

o) if f(s)=(s,v).



Imperative languages

capa han what they really are. For mparison:

A behavior of (S x (X +1))° implies gontexts are far more

/ / /
s,pls s,p—8s,p

seql seq2
s,(p; q) = s',q s,(ps q) = ¢, (5 q)

’b Slap_)s,lap,l Sszﬁi
(o)

/
S, [p] - 34:p€’,

/ !/
2 337p_) 83:p3




Something simpler

s, & s,p— s, p
- seq2 ;
s, (p; q) — 5, q s, (py q) ~>sb,(p

seql -

; q)
SXx (X xS8x(X+1)2 = (SxT*X+1)

(8, (@, 8", %), (y, _,_)) = (5',9)

(s, (z,8",2"), (y,_,_)) = (s, (25 v))
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Stateful SOS laws and specifications

Definition 3.7. A stateful SOS law is a natural transformation

Ox: IXE(XxSx(X+1)=>Ix ("X +1) (X € Set).

Stateful SOS laws are in a bijective correspondence with stateful SOS
specifications, i.e. systems whose rules look like ( for W C {1,...,n})

(5,25 = s5,ui)iew (8,25 1 85)jeqa,.. npw

S P15 B )~ 84 1
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Compositionality in imperative

languages

Thing is, one can still have wonky, “concurrency” rules like

s,p—s,p s,pls
s,pq—s,qp s,pq—s',q

Let BX =Sx (X+1) and TX = (BX)®
Stateful SOS specification exhibit compositionality in domain vT
(the final coalgebra of T), which is typically too fine-grained
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Compositionality in imperative

languages

Let BX =S x (X +1) and TX = (BX)®

Standard choices for semantic domain are trace semantics (vB)®°
and termination semantics (S +1)°

When is trace semantics compositional?

When is termination semantics compositional?

These questions are outright undecidable and compositionality
is challenging to prove in a per-case basis
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o

How about restricting the rule
format for compositionality?
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Streamlined stateful SOS

Compositional trace semantics (vB)°
Receiving rules have to be as follows

s . ol s
QS’CIJJ '_> vS )'I!]

where t = f(xy.....2,)|y;/x;| or t = vy.;
‘gaf(:pla'°':x7'l,) —>S’,t ( 1; 3 n)[./]/ J] Yjs
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Streamlined stateful SOS

Compositional trace semantics (vB)°
Receiving rules have to be as follows

s . ol s
!S,l]/] '_> vS q'l!]

where t = f(xq,...,2,)|y; /x| or t = y;;
& F( By n) 8t (@1, @) [y; /5] Yj3

$,p—8,p' s,pl s
s,pq—s,qp s,pq—s',q
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Streamlined stateful SOS

Compositional trace semantics (vB)°
Receiving rules have to be as follows

s . ol s
!S,c]/] '_> 5 q'l!]

where t = f(z1,...,2,)|yi/x;] or t = y;;
& F( By n) 8t (@1 wn) [y /5] Yj

s,p—s,p s,pl s
s,pq—s,qp s,pq—s',q

NOPE
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Streamlined stateful SOS

Compositional trace semantics (vB)°
Receiving rules have to be as follows

5% —+8 ;

where t =f(xy,...,2,)|y;/x;| or t = y,;
s,f(:z:l,...,a:n)_)s’,t ( 1; 3 ”)['/]/ J] Yjs

s,p—>s,p |[ils#0 ~P(s)
s,(p; @) = s, (05 q)
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Streamlined stateful SOS

Compositional trace semantics (vB)°
Receiving rules have to be as follows

5% —+8 ;

where t =f(xy,...,2,)|y;/x;| or t = y,;
s,f(:z:l,...,a:n)_)s’,t ( 1; 3 ”)['/]/ J] Yjs

s,p—>s,p |[ils#0 ~P(s)
s,(p; @) = s, (05 q)
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Cool stateful SOS

Compositional termination semantics (S + 1)°
All rules with a progressing premiss have to be as follows

/
S, L5 —7 8,Y;

G, (@15 e nngWiy) — 8 g TNy 00+ 3 00 )8/ B
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Cool stateful SOS

Compositional termination semantics (S + 1)°
All rules with a progressing premiss have to be as follows

/
S, X — S s Y

G, (@15 e nngWiy) — 8 g TNy 00+ 3 00 )8/ B

s,p—s,p s,pd s

s,pq —s,qp s,p<q— ', q
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Cool stateful SOS

Compositional termination semantics (S + 1)°
All rules with a progressing premiss have to be as follows

/
S, X — S v Y

9T (@15 e nngWy) 8 g TNy 00+ 3 0y )85/ B

s,p—s,p s,pd s

NOPE / / /
$,Pp1q — 5,444p 5,p4q — 5,4
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Cool stateful SOS

Compositional termination semantics (S + 1)°
All rules with a progressing premiss have to be as follows

/
S, X — S v Y

9T (@15 e nngWy) 8 g TNy 00+ 3 0y )85/ B

s,p—>s,p  |ils #0  P(s')

s,(p; q) = s',q
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Cool stateful SOS

Compositional termination semantics (S + 1)°
All rules with a progressing premiss have to be as follows

/
S, X — S v Y

9T (@15 e nngWy) 8 g TNy 00+ 3 0y )85/ B

s,p—>s,p  |ils #0  P(s')

PE /
L s,(p; q) = s',q
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Thank you

Full paper at https://arxiv.org/pdf/2202.10866.pdf
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