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#### Abstract

We introduce a path-based coalgebraic temporal logic, Coalgebraic CTL (CCTL), as a categorical abstraction of standard Computation Tree Logic (CTL). Our logic can be used to formalize properties of systems modeled as coalgebras with branching. We present the syntax and path-based semantics of CCTL, and show how to encode this logic into a coalgebraic fixpoint logic with a step-wise semantics. Our main result shows that this encoding is semantics-preserving. We also present a polynomial-time model-checking algorithm for CCTL, inspired by the standard model-checking algorithm for CTL but described in categorical terms. A key contribution of our paper is to identify the categorical essence of the standard encoding of CTL into the modal mu-calculus. This categorical perspective also explains the absence of a similar encoding of PCTL (Probabilistic CTL) into the probabilistic mu-calculus.


## 1 Introduction

### 1.1 Path-based Temporal Logics and Categorical Generalization

Temporal logics provide specification-description languages in formal verification on transition systems. Among such logics, CTL* and its fragment CTL [12, 13 are well-known because of their descriptive power. They are path-based temporal logics: they refer not just to immediate successors of the current state but also to states reachable along (infinite) computation paths. Such path-based formulas can express eventual and permanent behaviors of transition systems, such as liveness and safety properties [1, 8].

CTL, even though it is a simple fragment, inherits much of the expressive power from CTL*. CTL can express liveness and safety, and its formulas are known to characterize bisimilarity equivalence on transition systems [28].

The restriction to CTL gives us computational efficiency in model checking, an advantage over CTL*. It is well-known that, by implementing a naive fixpoint

Table 1: Fixpoint characterization in classical CTL on a Kripke frame $c: X \rightarrow$ $\mathcal{P}^{+} X$ and in our generalization CCTL on a $T F$-coalgebra $c: X \rightarrow T F X$.

|  | path-based semantics | step-wise semantics |
| :---: | :---: | :---: |
| classical | $\mathrm{CTL} \hookrightarrow \mathrm{CTL}^{*} \xrightarrow{\underline{[1]}} \mathbf{2}^{X}$ | $\mathrm{CTL} \xrightarrow{\text { [13] }} \mathbf{L} \boldsymbol{\mu} \xrightarrow{\text { [26 }} \mathbf{2}^{X}$ |
| coalgebraic (ours) | $\mathrm{CTL} \hookrightarrow \mathrm{SFml} \xrightarrow{\mathbb{I} \mathbb{】}_{\mathrm{sFm}}} \mathbf{2}^{X}$ | $\mathrm{TL} \xrightarrow{\iota^{-1}} \mu^{\mathrm{CCTL}} \xrightarrow{\mathbb{L _ { - }} \mathbb{1}_{\mu} \mathrm{CCTL}} \mathbf{2}^{X}$ |

algorithm, verifying a CTL formula on a state takes at most polynomial time [8, in contrast to the known exponential time complexity bound for CTL*.

The technical core behind this efficiency of CTL is an encoding into a fixpoint modal logic, namely the mu-calculus $\mathbf{L} \boldsymbol{\mu}$ [26]. This encoding can then be used to induce another, step-wise, semantics of CTL formulas (Table 1. topright), in contrast to the path-based semantics (Table 1, top-left). The so-called fixpoint characterization [13, Lemma 2.6] states that the encoding is semanticspreserving. The fixpoint characterization enables the verification of path-based specifications expressed in CTL by step-wise, iterative calculation on system states and substantially reduces the complexity of the verification.

The fixpoint characterization seems to define what CTL is, as an optimal solution for the trade-off between descriptive power (inherent to the path-based logics) and efficiency in verification (implemented by step-wise iterations).

Nevertheless, the fixpoint characterization does not come for free among known variants of CTL, instantiated over various systems with different branching types. In quantitative variants of CTL [4, 30, the fixpoint characterization results hold under some restrictions on its parameters. In contrast, the wellknown probabilistic variant of CTL, called PCTL [1, 18], does not have a known encoding into a natural probabilistic fixpoint logic, like the probabilistic mucalculus [7].

We aim to establish a generic notion of CTL by which we can uniformly classify known variants of CTL and clarify why the original CTL (with some variants) validates the fixpoint characterization and PCTL does not seem to. To this end, we appeal to coalgebraic logics [29, 32], a meta-theory of logics on generic systems modeled as coalgebras.

As a coalgebraic generalization of CTL*, the coalgebraic path-based logic $\mu \mathcal{L}$ is proposed in [5]. The original non-deterministic transition systems, which provide the semantic domain for CTL*, are generalized to $T F$-coalgebras with their branching type and transition type specified by a monad $T$ and a functor $F$, respectively. The notion of computation path in CTL* is replaced by its categorical abstraction, maximal execution map. As shown in [5], this framework encompasses both classical CTL* and an extension of PCTL, by instantiating the branching type by the non-empty powerset monad $\mathcal{P}^{+}$and the Giry monad $\mathcal{G}_{1}$.

### 1.2 Contributions: Coalgebraic CTL

We follow [5] and introduce our coalgebraic generalization of CTL, dubbed CCTL. As a fragment of $\mu \mathcal{L}$, our CCTL has the genericity of branching and transition type $T, F$, and sets of liftings $\Sigma, \Lambda$ of these type functors. Furthermore, CCTL has novel syntactic parameters of $\mu$-schemes and $\nu$-schemes, which restrict the allowed form of the least and greatest fixpoints. We describe the path-based semantics $\llbracket_{\_} \rrbracket_{\text {SFml }}$ of CCTL inherited from $\mu \mathcal{L}$ (Table 1 , bottom left) on a categorical semantic domain, which we call $B T$ situation.

Our theoretical highlight is a coalgebraic version of the fixpoint characterization (Thm. 4.6). We present a bijective and semantics-preserving encoding of CCTL into a restriction $\mu^{\text {CCTL }}$ of the coalgebraic mu-calculus [7, 19, 38], yielding the step-wise semantics of CCTL (Table 1, bottom right).

Sufficient semantic conditions (Assum. 4.7) for the fixpoint characterization are identified in purely categorical terms. They classify the non-deterministic and probabilistic situations: while classical CTL enjoys all of them, PCTL violates some. The violation explains the absence of the fixpoint characterization for PCTL, in categorical terms.

As significant by-products of our fixpoint characterization, we discovered a coalgebraic abstraction of the expansion law [1], which tells how to expand pathbased formulas step by step concretely (Prop. 4.9). The coalgebraic expansion law is obtained under weaker assumptions than the fixpoint characterization, and induces a partial fixpoint characterization (Prop. 4.10). Remarkably, these results also apply to a qualitative fragment of PCTL.

Our fixpoint characterization (Thm. 4.6) leads to a polynomial-time modelchecking algorithm $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$ of CCTL, which is parametrized by a BT situation $\mathcal{S}$. With an additional finiteness condition on $\mathcal{S}$, we obtain termination and correctness of the coalgebraic algorithm $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$. We further conclude the polynomialtime complexity bound of $\mathrm{MC}_{\mathcal{S}}^{C C T L}$, which recovers the quadratic bound of the known CTL model checking with fixpoints [8] when precisely instantiated.

This paper is the first step towards a uniform investigation into efficient and expressive coalgebraic path-based logics. It paves the way to classify known examples, like the quantitative CTL [4, 30], and unknown ones, like a "monotone neighborhood" version of CTL induced from neighborhood frames 16.

The paper is organized as follows. $\S 2$ recalls necessary categorical notions. $\$ 3$ defines our semantic domain dubbed $B T$ situation and introduces CCTL as a fragment of $\mu \mathcal{L}$ [5]. 4 defines a fragment $\mu^{\text {CCTL }}$ of the coalgebraic mu-calculus, and provides an encoding of CCTL formulas into $\mu^{\text {CCTL }}$ formulas. Our main theoretical result, the fixpoint characterization (Thm. 4.6), shows this encoding is semantic-preserving. \$5 formulates a polynomial-time model-checking algorithm for CCTL.

## 2 Preliminaries

We use $\mathbb{C}$ for a category with finite products and countable coproducts. As examples, we will use the category Set of sets and functions and the category SB of standard Borel spaces and measurable functions [11, 34].

Let $T$ be a monad, and $F$ be an endofunctor, on $\mathbb{C}$. We formulate a targeted system as a $T F$-coalgebra, i.e., a map $c: X \rightarrow T F X$.

### 2.1 Functors and Monads

We recall some basic properties of functors and monads. See [24] for details.
A functor on the category $\mathbb{C}$ is a (simple) polynomial functor [24, Def. 2.2.1] if it is constructed by the following BNF: $F::=\mathrm{Id}|C| \coprod_{b \in B} F_{b} \mid F_{1} \times F_{2}$ where $C$ is an arbitrary object and $B$ is a countable set. A major example is an arity functor [24] $F=\coprod_{\alpha \in A} X^{|\alpha|}$ for some set $A$ with an arity map $\left.\right|_{-} \mid \square^{5}$ For simplicity, we assume any polynomial functor hereafter is an arity functor.

A commutative monad [24, Def. 5.2.9] has a strength $\mathrm{st}_{X, Y}: X \times F Y \rightarrow$ $F(X \times Y)$, a swapped strength $\operatorname{st}_{X, Y}^{\prime}: T X \times Y \rightarrow T(X \times Y)$ defined by $T X \times Y \cong$ $Y \times T X \xrightarrow{\text { st }_{Y, X}} T(Y \times X) \cong T(X \times Y)$, and the double strength dst $=\mu_{X \times Y} \circ$ $T \mathrm{st}_{X, Y}^{\prime} \circ \mathrm{st}_{T X, Y}=\mu_{X \times Y} \circ T \mathrm{st}_{X, Y} \circ \mathrm{st}_{X, T Y}^{\prime}: T(T X \times Y) \rightarrow T^{2}(X \times Y)$. More generally, we can also define an $n$-ary strength map $\mathrm{dst}_{n}: T A_{1} \times \cdots \times T A_{n} \rightarrow$ $T\left(A_{1} \times \cdots \times A_{n}\right)$ likewise ${ }_{-}^{6}$

## Example 2.1 (commutative monads).

1. (non-determinism) The powerset monad $\mathcal{P}$ on Set is commutative and its strength is given by $(x, S) \mapsto\{(x, s) \mid s \in S\}$. Its double strength is given by $(T, S) \mapsto T \times S$, where $\times$ is the set product.
2. (reliability) The sub-Giry monad $\mathcal{G}$ on $\mathbf{S B}$ is defined as follows. The object part of $\mathcal{G}$ maps a standard Borel space $\left(X, \Sigma_{X}\right)$ to $\left(\mathcal{M}_{X}, \Sigma_{\mathcal{M}_{X}}\right)$ where $\mathcal{M}_{X}$ is the set of sub-probability measures on X and $\Sigma_{\mathcal{M}_{X}}$ is the Borel set generated from $\left\{\rho \in \mathcal{M}_{X} \mid \rho(S) \subset[0,1]\right.$ is measurable w.r.t. $\left.\left([0,1], \Sigma_{[0,1]}\right)\right\}$. The sub-Giry monad $\mathcal{G}$ maps a measurable map $f:\left(X, \Sigma_{X}\right) \rightarrow\left(Y, \Sigma_{Y}\right)$ to $\mathcal{G} f:\left(\mathcal{M}_{X}, \Sigma_{\mathcal{M}_{X}}\right) \rightarrow\left(\mathcal{M}_{Y}, \Sigma_{\mathcal{M}_{Y}}\right) ;(\mathcal{G} f)(\rho)=\lambda S . \rho\left(f^{-1}(S)\right)$.
Furthermore, $\mathcal{G}$ is indeed a commutative monad. The unit $\eta:\left(X, \Sigma_{X}\right) \rightarrow$ $\left(\mathcal{M}_{X}, \Sigma_{\mathcal{M}_{X}}\right)$ of $\mathcal{G}$ maps each element $x$ to the Dirac distribution $\delta_{x}$, and the multiplication $\mu:\left(\mathcal{M}_{\mathcal{M}_{X}}, \Sigma_{\mathcal{M}_{\mathcal{M}_{X}}}\right) \rightarrow\left(\mathcal{M}_{X}, \Sigma_{\mathcal{M}_{X}}\right) \operatorname{maps} \Phi \in \mathcal{M}_{\mathcal{M}_{X}}$ to the measure defined by the integration $\int_{\rho \in \mathcal{M}_{X}} \Phi(\rho) d \rho$. The strength of $\mathcal{G}$ is

$$
X \times \mathcal{G} Y \ni(x, \rho) \longmapsto \delta_{x} \times \rho \in \mathcal{G}(X \times Y)
$$

where $\delta_{x} \times \rho$ is the product of measures [11] and the double strength is

$$
\mathcal{G} X \times \mathcal{G} Y \ni\left(\rho_{1}, \rho_{2}\right) \longmapsto \rho_{1} \times \rho_{2} \in \mathcal{G}(X \times Y)
$$

[^0]A commutative monad is affine [21, Def. 4.1], if the unit $\eta_{\mathbf{1}}: \mathbf{1} \rightarrow T \mathbf{1}$ is an isomorphism. Affine-ness is a categorical generalization of serial-ness or lefttotality [8.
Example 2.2. If the category $\mathbb{C}$ has pullbacks, every monad $T$ has the largest affine submonad $T^{\mathrm{a}}$, called the affine part of $T$ [21, Def. 4.5], given by the pullback of $T X \xrightarrow{T!_{X}} T \mathbf{1} \stackrel{\eta_{1}}{\longleftrightarrow} \mathbf{1}$. The affine part of a commutative monad is also commutative. The affine part of $\mathcal{P}$ is the non-empty powerset monad $\mathcal{P}^{+}$, and the affine part of the sub-Giry monad $\mathcal{G}: \mathbf{S B} \rightarrow \mathbf{S B}$ is the Giry monad $\mathcal{G}_{1}$ [15], which is defined by restricting sub-probability measures in $\mathcal{G}$ to probability measures.

### 2.2 Predicate Liftings

The concept of predicate lifting 32 was originally defined on 2 -valued predicates and used in interpreting modalities in coalgebraic modal logics. Here we generalize it to any (complete lattice-like) object $\Omega$ in $\mathbb{C}$.

Definition 2.3 (logical value object). An object $\Omega \in \mathbb{C}$ is called a logical value object if its representation $\Omega^{(-)}: \mathbb{C} \rightarrow$ Set $^{\text {op }}$ restricts to the category of complete lattices and $\{\perp, \top, \vee, \wedge\}$-preserving functions.
If $\Omega$ is a logical value object, any $n$-ary boolean operator $b$ induces a monotone natural transformation $\left(\Omega_{-}^{()^{\prime}}\right)^{n} \Rightarrow \Omega^{(-)} .{ }^{7}$ By the Yoneda lemma, we then obtain an $n$-ary map $\gamma_{b}: \Omega^{n} \rightarrow \Omega$ corresponding to the operator $b$. Especially, we have $\gamma_{\top}, \gamma_{\perp}: \mathbf{1} \rightarrow \Omega$ and $\gamma_{\vee}, \gamma_{\wedge}: \Omega^{2} \rightarrow \Omega$.

With these maps induced from boolean operators, we can treat the object $\Omega \in \mathbb{C}$ as if it were a complete lattice. Hereafter, we will identify a boolean operator $b$ with the induced map $\gamma_{b}$ and use the letter $\Gamma$ for the set of all boolean operators.
Definition 2.4 (predicate lifting). Let $G: \mathbb{C} \rightarrow \mathbb{C}$ be an endofunctor, and $\Omega \in \mathbb{C}$ be a logical value object.

1. A (predicate) lifting or modality of $G$ w.r.t. $\Omega$ is a natural transformation $\left\{\lambda_{Y}: \Omega^{Y} \rightarrow \Omega^{G Y}\right\}_{Y \in \mathbb{C}}$ which is monotone w.r.t. the lattice structures on $\Omega^{Y}$ and $\Omega^{G Y}$.
2. We write $\mathrm{ev}_{\lambda}: G \Omega \rightarrow \Omega$ for the correspondent of a lifting $\lambda$ via the Yoneda lemme ${ }^{8}$, this is to say, $\mathrm{ev}_{\lambda}=\lambda_{\Omega}\left(\mathrm{id}_{\Omega}\right)$ and $\lambda_{Y}(p)=\mathrm{ev}_{\lambda} \circ G p$ for $p \in \Omega^{Y}$.

Henceforth, we consistently use the letter $\sigma$ for a predicate lifting of the branching behavior $T$ and $\lambda$ for that of the transition behavior $F$. We call $\sigma$ "path quantifier" and $\lambda$ "next-time operator." ${ }^{9}$

[^1]Example 2.5 (predicate liftings). First, note that $2 \in \operatorname{Set}$ and $(\mathbf{2}, \mathcal{P} \mathbf{2}) \in$ SB are logical value objects.

1. There is a trivial lifting $\operatorname{id}_{\Omega^{x}}: \Omega^{X} \rightarrow \Omega^{X}$ of the identify functor Id. More generally, there is a canonical predicate lifting $\operatorname{Pred}(F)$ for each polynomial functor $F$ [24, Lemma 6.1.3]. For an arity functor $F=\coprod_{\alpha \in A} X^{|\alpha|}$, the lifting $\operatorname{Pred}(F)$ is induced from the map $\left[\wedge^{|\alpha|}\right]_{\alpha \in A}: \coprod_{\alpha \in A} \Omega^{|\alpha|} \rightarrow \Omega$, where [_] denotes a cotuple of the coproduct and $\wedge^{|\alpha|}: \Omega^{|\alpha|} \rightarrow \Omega$ denotes $|\alpha|-$ ary conjunction. Thus, $\operatorname{Pred}(F)(Q)$ for a predicate $Q \in \Omega^{X}$ is given by $\operatorname{Pred}(F)(Q)=\left[\wedge^{|\alpha|} \circ Q^{|\alpha|}\right]_{\alpha \in A}$.
2. (non-determinism) Liftings $\mathcal{P}_{\diamond}^{+}, \mathcal{P}_{\square}^{+}$of $\mathcal{P}^{+}$are respectively induced by the maps $\diamond, \square: \mathcal{P} \mathbf{2} \rightarrow \mathbf{2}$ (i.e., $\mathcal{P}_{\diamond}^{+}(P)=\diamond \circ \mathcal{P}^{+}(P)$ and $\mathcal{P}_{\square}^{+}(P)=\square \circ \mathcal{P}^{+}(P)$, recall Def. 2.4. These maps $\diamond, \square$ are defined as follows: for $S \in \mathcal{P}^{+} \mathbf{2}, \diamond(S)=1$ if and only if $S=\{0,1\},\{1\}$ and $\square(S)=1$ if and only if $S=\{1\}$.
3. (reliability) The Giry monad $\mathcal{G}_{1}$ has liftings $\mathcal{G}_{1, \geq q}, \mathcal{G}_{1,>q}$ which are induced by the "larger-than- $q$-or-equal" and "larger-than- $q$ " maps $\geq_{q},>_{q}: \mathcal{G}_{1}(\mathbf{2}, \mathcal{P} \mathbf{2}) \cong$ $\left([0,1], \Sigma_{[0,1]}\right) \rightarrow(\mathbf{2}, \mathcal{P} \mathbf{2})$. The map $\geq_{q}$ is defined by $\geq_{q}(r)=1$ if and only if $r \geq q$, and the map $>_{q}$ is also defined likewise.

## 3 Coalgebraic Path-based Temporal Logics: $\mu \mathcal{L}$, CCTL

### 3.1 Coalgebraic Abstraction of Systems

We first set up a semantic domain of coalgebraic path-based logics $\mu \mathcal{L}$ and CCTL, dubbed BT situation. It is categorical data that includes branching and transition types $T$ and $F$, a coalgebra of these types, path quantifiers, and nexttime operators.

Definition 3.1 (BT situation). A branching-transition situation ( $B T$ situation, in short) is given by a tuple $(\mathbb{C}, T, F, c, \Omega, \Sigma, \Lambda)$ where:

1. $\mathbb{C}$ is a concrete, finitely complete, and countably cocomplete category,
2. $T: \mathbb{C} \rightarrow \mathbb{C}$ is a commutative monad,
3. $F: \mathbb{C} \rightarrow \mathbb{C}$ is a polynomial functor,
4. $c: X \rightarrow T F X$ is a $T F$-coalgebra,
5. $\Omega \in \mathbb{C}$ is a logical value object (see Def. 2.3),
6. $\Sigma$ is a set of predicate liftings of $T$, called path quantifiers,
7. $\Lambda$ is a set of predicate liftings of $F$, called next-time operators.

Example 3.2 (BT situation). Table 2 defines our examples of BT situation. Note that our instantiations $\mathcal{S}_{\mathrm{ND}}$ and $\mathcal{S}_{\mathrm{R}}$ still have a genericity of $F$.

1. (non-determinism) In $\mathcal{S}_{\mathrm{ND}}, \operatorname{Pred}(F)$ and $\mathcal{P}_{\diamond}^{+}, \mathcal{P}_{\square}^{+}$are the liftings as in Example 2.5. A $\mathcal{P}^{+} F$-coalgebra is a (generalized) left-total Kripke frame. Besides the classical Kripke frames when $F=\mathrm{Id}, F$-genericity allows other variants: labeled Kripke frames when $F=\mathcal{P}(\mathrm{AP}) \times \mathrm{Id}$ (here AP is the set of atomic propositions) and Kripke structures with termination when $F=\mathbf{1}+\mathrm{Id}$.

Table 2: Examples of BT situation

|  | parameters | $\mathcal{S}_{\mathrm{ND}}$ | $\mathcal{S}_{\mathrm{R}}$ |
| :---: | :---: | :---: | :---: |
| category | $\mathbb{C}$ | Set | SB |
| branching type | a monad $T$ | $\mathcal{P}^{+}$ | $\mathcal{G}_{1}$ |
| transition type | a polynomial $F$ | $F$ | $F$ |
| system | $c: X \rightarrow T F X$ | a Kripke frame | a Markov chain |
| truth values | $\Omega \in \mathbb{C}$ | $\mathbf{2}$ | $(\mathbf{2}, \mathcal{P} \mathbf{2})$ |
| path quantifiers | $\{\sigma\}_{\sigma \in \Sigma}$ | $\left\{\mathcal{P}_{\triangleright}^{+}, \mathcal{P}_{\square}^{+}\right\}$ | $\left\{\mathcal{G}_{1, \geq q}, \mathcal{G}_{1,>q}\right\}_{q \in[0,1]}$ |
| next-time operators | $\{\lambda\}_{\lambda \in \Lambda}$ | $\{\operatorname{Pred}(F)\}$ | $\{\operatorname{Pred}(F)\}$ |

2. (reliability) In $\mathcal{S}_{\mathrm{R}}, \mathcal{G}_{1}$ is the Giry monad, $\operatorname{Pred}(F)$ and $\mathcal{G}_{1, \geq q}, \mathcal{G}_{1,>q}$ are as in Example 2.5. A $\mathcal{G}_{1} F$-coalgebra is a (generalized) Markov chain, which coincides with a classical one when the state space is given by the discrete space $(X, \mathcal{P} X)$ for a countable set $X$ and $F$ is given by $\operatorname{Id}$ or $\mathcal{P}(\mathrm{AP}) \times \mathrm{Id}$.
3. (qualitative reliability) We also define a BT situation $\mathcal{S}_{\mathrm{qR}}$ for qualitative reliability by restricting the set of path quantifiers of $\mathcal{S}_{\mathrm{R}}$ to $\left\{\mathcal{G}_{1, \geq 1}, \mathcal{G}_{1,>0}\right\}$.

### 3.2 Maximal Traces as Computation Paths

We recall concepts of maximal trace map and maximal execution map of TFcoalgebras. The latter is an abstraction of the classical notion of computation trees and will be used in the formulation of our path-based semantics.

We first recall Jacobs' formulation of maximal trace ( $[22]$ ) on the Kleisli category of the monad $T$ [24]. Let $J: \mathbb{C} \rightarrow \mathcal{K} \ell(T)$ be the canonical left adjoint of the monad $T$. This $J$ sends an object of $\mathbb{C}$ to itself and a map $f: A \rightarrow B$ to $\eta_{B} \circ f$. Given a distributive law $\xi: F T \Rightarrow T F$, we have the induced functor $\bar{F}: \mathcal{K} \ell(T) \rightarrow \mathcal{K} \ell(T)$ that sends a Kleisli arrow $f: A \rightarrow B$ to $\xi_{B} \circ F f: F A \rightarrow F B$.

Definition 3.3 (maximal trace, [22, 37]). Suppose that each homset of the Kleisli category $\mathcal{K} \ell(T)$ carries an order $\sqsubseteq$. A functor $F$ and a monad $T$ constitute a maximal trace situation if

1. $F$ has a final coalgebra $\zeta: Z \rightarrow F Z$,
2. a distributive law $\xi$ of $F$ over $T$ exists,
3. for every $\bar{F}$-coalgebra $c: X \mapsto \bar{F} X$, there exists the greatest map $u: X \rightarrow$ $Z$ satisfying $J \zeta \odot u=\bar{F} u \odot c$ w.r.t. the order $\sqsubseteq$, where $\odot$ is the Kleisli composition.

The greatest map $u$ in condition 3 is called the maximal trace map of $c$ and is denoted by $\operatorname{tr}(c)$.

Condition 1 and 2 are automatically satisfied in our semantic domain, BT situation $\mathcal{S}$, since every polynomial functor has its final coalgebra, and there
is a canonical distributive law of polynimial $F$ over commutative $T$ (cf. [24, Prop. 5.2.12]).

We will use the maximal trace map for the polynomial functor $F_{X}:=X \times F$. Note that the auxiliary coefficient $X$ is added to capture the current state.

Let $\zeta=\left\langle\zeta_{1}, \zeta_{2}\right\rangle: Z_{X} \rightarrow X \times F\left(Z_{X}\right)$ be the final coalgebra of $F_{X}$. We call the object $Z_{X}$ the path space of $X$ with type $F$, and the maps $\zeta_{1}$ and $\zeta_{2}$ the head operator and the tail operator on the path space $Z_{X}$.

We can render any $T F$-coalgebra $c: X \rightarrow T F X$ into a $T F_{X}$-coalgebra $c^{\prime}=$ $\mathrm{dst}_{X, F X} \circ\left\langle\eta_{X}, c\right\rangle: X \rightarrow T(X \times F X)$. We call the maximal trace w.r.t. this $T F_{X^{-}}$ coalgebra $c^{\prime}$ the maximal execution map for the $T F$-coalgebra $c: X \rightarrow T F X$.

Definition 3.4 (BT situation with maximal execution). A BT situation with maximal execution is a BT situation $\mathcal{S}$ with the maximal execution map $\operatorname{tr}\left(c^{\prime}\right)$ for the $T F$-coalgebra $c: X \rightarrow T F X$.

In the remainder of this paper, we fix a BT situation $\mathcal{S}=(\mathbb{C}, T, F, c, \Omega, \Sigma, \Lambda)$ with maximal execution $\operatorname{tr}\left(c^{\prime}\right)$.

Example 3.5 (examples of maximal executions). In the examples below, for the sake of simplicity, we fix $F$ to be Id on Set or SB.

1. (non-determinism) The final coalgebra of $\left(\operatorname{Id}_{\text {Set }}\right)_{X}=X \times \operatorname{Id}_{\text {Set }}$ for Set is the set $X^{\omega}$ of streams, where $\omega$ is the set of finite ordinals. The existence of maximal executions for $\mathcal{P}^{+}$is assured by an adaptation of [37, Prop. 4.1]. Concretely, the maximal execution map $\operatorname{tr}\left(c^{\prime}\right): X \rightarrow \mathcal{P}^{+} X^{\omega}$ maps $x$ to $\{\pi \in$ $X^{\omega} \mid \pi_{0}=x$ and $\left.\forall n \in \omega . \pi_{n+1} \in c\left(\pi_{n}\right)\right\}$.
2. (reliability) The final coalgebra of $\left(\operatorname{Id}_{\mathbf{S B}}\right)_{\left(X, \Sigma_{X}\right)}=\left(X, \Sigma_{X}\right) \times \operatorname{Id}_{\text {SB }}$ for $\mathbf{S B}$ is the measurable set $\left(X^{\omega}, \Sigma_{X^{\omega}}\right)$ of streams. Its measurable structure $\Sigma_{X^{\omega}}$ is generated by the cylinder sets $\operatorname{Cyl}(t)=\left\{\pi \in X^{\omega} \mid \pi\right.$ has the prefix $\left.t\right\}$ for every finite path $t$. The existence of maximal execution for $\mathcal{P}^{+}$is assured by [37, Prop. 5.2]. Concretely, the maximal execution map $\operatorname{tr}\left(c^{\prime}\right):\left(X, \Sigma_{X}\right) \rightarrow$ $\mathcal{G}_{1}\left(X^{\omega}, \Sigma_{X^{\omega}}\right)$ is given by

$$
\operatorname{tr}\left(c^{\prime}\right)(x)(\operatorname{Cyl}(t))=c(x)\left(x_{1}\right) \cdot c\left(x_{1}\right)\left(x_{2}\right) \cdot \ldots \cdot c\left(x_{n-1}\right)\left(x_{n}\right)
$$

where $t=x x_{1} x_{2} \ldots x_{n-1} x_{n}$. For a detailed description, see [36, Def. E.9].

### 3.3 The logics $\mu \mathcal{L}$ and CCTL

We first recall the coalgebraic logic $\mu \mathcal{L}$ [5]. Its syntax is given by coalgebrageneric path formulas and state formulas. The following definition is a slight adaptation of the original $\mu \mathcal{L}, 10$

[^2]Definition 3.6 (state formulas and path formulas). Let $\Sigma, \Lambda$ be sets, and $\Gamma$ be a ranked alphabet. Two sets $\mathrm{PFml}_{\Gamma, \Lambda, \Sigma}$ and $\mathrm{SFml}_{\Gamma, \Lambda, \Sigma}$ (or simply PFml, SFml) are defined by the following mutual induction:

$$
\begin{aligned}
& \varphi \in \mathrm{PFml}::=u\left|\varpi_{\gamma}\left(\varphi_{1}, \ldots, \varphi_{|\gamma|}\right)\right| \circlearrowleft_{\lambda} \varphi|\mu u . \varphi| \nu u . \varphi \mid \psi \\
& \psi \in \mathrm{SFml}::=\varpi_{\gamma}\left(\psi_{1}, \ldots, \psi_{|\gamma|}\right) \mid \boldsymbol{\oplus}_{\sigma} \varphi,
\end{aligned}
$$

where $u$ is a proposition variable, $\gamma \in \Gamma, \lambda \in \Lambda$ and $\sigma \in \Sigma$. Furthermore, we assume $\varphi$ in $\boldsymbol{\phi}_{\sigma} \varphi \in \mathrm{SFml}$ is closed, i.e., $\varphi$ has no proposition variables.

The symbols $\boxtimes_{\gamma}, \Omega_{\lambda}$ and $\boldsymbol{母}_{\sigma}$ correspond to boolean operators, next-time operators and path quantifiers, respectively.

We can then define the new logic CCTL as a fragment of SFml by restricting the forms of fixpoint formulas.

Definition 3.7 (CCTL). Let $\Sigma, \Lambda$ be sets and $\Gamma$ be a ranked alphabet with subsets $\Gamma_{\mu}, \Gamma_{\nu} \subset \Gamma$. The set $\mathrm{CCTL}_{\Gamma_{\mu}, \Gamma_{\nu}}$ (whose subscripts we will sometimes omit) is the subset of SFml defined by the following grammar:

$$
\begin{aligned}
\psi \in \operatorname{CCTL}_{\Gamma_{\mu}, \Gamma_{\nu}}:= & \sqcup_{\gamma}\left(\psi_{1}, \ldots, \psi_{|\gamma|}\right) \mid \boldsymbol{\oplus}_{\sigma} \oslash_{\lambda} \psi \\
& \mid \boldsymbol{\oplus}_{\sigma}\left(\mu u . \boxtimes_{\gamma_{\mu}}\left(\psi_{1}, \ldots, \psi_{\left|\gamma_{\mu}\right|-1}, \oslash_{\lambda} u\right)\right) \\
& \mid \boldsymbol{\oplus}_{\sigma}\left(\nu u . \boxtimes_{\gamma_{\nu}}\left(\psi_{1}, \ldots, \psi_{\left|\gamma_{\nu}\right|-1}, \oslash_{\lambda} u\right)\right)
\end{aligned}
$$

where $u$ is a proposition variable, $\gamma \in \Gamma, \lambda \in \Lambda, \sigma \in \Sigma, \gamma_{\mu} \in \Gamma_{\mu}$ and $\gamma_{\nu} \in \Gamma_{\nu}$.
The operators $\gamma_{\mu}$ and $\gamma_{\nu}$ in the fixpoint formula are called $\mu$-schemes and $\nu$ schemes, respectively. These are used to recover temporal operators (EF, AF, etc. in classical CTL) and are crucial in characterizing $\mathrm{CCTL}_{\Gamma_{\mu}, \Gamma_{\nu}}$ within the mu-calculus.

Example 3.8. In the literature, the modality symbols $\boldsymbol{\varphi}_{\mathcal{P}_{\diamond}^{+}}$and $\boldsymbol{\varphi}_{\mathcal{P}_{\square}^{+}}$in CTL are respectively denoted by E and A . The modality symbols $\boldsymbol{\varphi}_{\mathcal{G}_{1, \geq q}}$ and $\boldsymbol{\varphi}_{\mathcal{G}_{1,>q}}$ in PCTL are respectively denoted by $\mathbb{P}_{\geq q}$ and $\mathbb{P}_{>q}$ [1]. The modality symbol $\Omega_{\text {Pred }(F)}$ in both CTL and PCTL is often denoted by $X$. In both CTL and PCTL, their sets of $\mu$-schemes and $\nu$-schemes are respectively given by $\left\{\left(\_\vee\right.\right.$ $\left.\left.\left(\_\wedge \_\right)\right)\right\}$and $\left\{\left(\_\wedge\left(\vee_{-}\right)\right)\right\}$. The least/greatest fixpoint formulas made of $\left(\_\vee\left(\_\wedge_{-}\right)\right) /\left(\__{-} \wedge\left(\vee_{-}\right)\right)$is often denoted by U/W. ${ }^{11}$
The relationships between SFml, PFml, CCTL can be summarized as follows:

where the semantics $\llbracket \rrbracket_{\rrbracket_{\text {SmI }}}$ and $\llbracket_{\_} \rrbracket_{\mathrm{PFml}}$ is defined below [5].

[^3]Definition 3.9 （semantics of PFml and SFml formulas）．For each PFml formula $\varphi$ with free variables $u_{1}, \ldots, u_{m}$ ，and each SFml formula $\psi$ ，their inter－ pretation $\llbracket \varphi \rrbracket_{\mathrm{PFml}}:\left(\Omega^{Z_{X}}\right)^{m} \rightarrow \Omega^{Z_{X}}$ and $\llbracket \psi \rrbracket_{\mathrm{SFml}}: \Omega^{X}$ are defined in the following mutually inductive manner：for $\vec{V}=V_{1}, \ldots, V_{m}$ with $V_{i}: X \rightarrow \Omega$ ，

$$
\begin{aligned}
\llbracket u_{i} \rrbracket_{\mathrm{PFml}}(\vec{V}) & :=V_{i}, \\
\llbracket \boxtimes_{\gamma}\left(\varphi_{1}, \ldots, \varphi_{|\gamma|}\right) \rrbracket_{\mathrm{PFml}}(\vec{V}) & :=\gamma\left(\llbracket \varphi_{1} \rrbracket_{\mathrm{PFml}}(\vec{V}), \ldots, \llbracket \varphi_{|\gamma|} \rrbracket_{\mathrm{PFml}}(\vec{V})\right), \\
\llbracket \circlearrowleft_{\lambda} \varphi \rrbracket_{\mathrm{PFml}}(\vec{V}) & :=\llbracket \Omega_{\lambda} \rrbracket\left(\llbracket \varphi_{1} \rrbracket_{\mathrm{PFml}}(\vec{V}), \ldots, \llbracket \varphi_{n} \rrbracket_{\mathrm{PFml}}(\vec{V})\right), \\
\llbracket \mu u . \varphi \rrbracket_{\mathrm{PFml}}(\vec{V}) & :=\left(\mu\left(\llbracket \varphi \rrbracket_{\mathrm{PFml}}(\vec{V},-): \Omega^{Z_{X}} \rightarrow \Omega^{Z_{X}}\right)\right), \\
\llbracket \nu u . \varphi \rrbracket_{\mathrm{PFml}}(\vec{V}) & :=\left(\nu\left(\llbracket \varphi \rrbracket_{\mathrm{PFml}}(\vec{V},-): \Omega^{Z_{X}} \rightarrow \Omega^{Z_{X}}\right)\right), \\
\llbracket \psi \rrbracket_{\mathrm{PFml}}(\vec{V}) & :=\zeta_{1}^{*}\left(\llbracket \psi \rrbracket_{\mathrm{SFml}}\right), \\
\llbracket \square_{\gamma}\left(\psi_{1}, \ldots, \psi_{|\gamma|}\right) \rrbracket_{\mathrm{SFml}} & :=\gamma\left(\llbracket \psi_{1} \rrbracket_{\mathrm{SFml}}, \ldots, \llbracket \psi_{|\gamma|} \rrbracket_{\mathrm{SFml}}\right), \\
\llbracket \boldsymbol{\varphi}_{\sigma} \varphi \rrbracket_{\mathrm{SFml}} & :=\llbracket \boldsymbol{\varphi}_{\sigma} \rrbracket\left(\llbracket \varphi \rrbracket_{\mathrm{PFml}}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
& \llbracket \Theta_{\lambda} \rrbracket:=\zeta_{2}^{*} \circ \lambda_{Z_{X}}: \Omega^{Z_{X}} \rightarrow \Omega^{Z_{X}} \\
& \llbracket \boldsymbol{\uparrow}_{\sigma} \rrbracket:=\left(\operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ \sigma_{Z_{X}}: \Omega^{Z_{X}} \rightarrow \Omega^{X} .
\end{aligned}
$$

In this interpretation，$f^{*}$ denotes the pullback of a map $f$ ，and $\mu, \nu$ denote the least／greatest fixpoint of the monotone function $\llbracket \varphi \rrbracket_{\operatorname{PFml}}\left(\vec{V},_{-}\right): \Omega^{Z_{X}} \rightarrow \Omega^{Z_{X}}$ ．

Definition 3.10 （path－based semantics of CCTL）．The path－based seman－ tics of a CCTL formula $\psi$ is given by $\llbracket \psi \rrbracket_{\text {SFml }}$ ．Especially，the interpretations of the restricted fixpoints $\boldsymbol{\phi}_{\sigma}\left(\mu u\right.$ ．$\left.\boxtimes_{\gamma_{\mu}}\left(\psi_{1}, \ldots, \psi_{\left|\gamma_{\mu}\right|-1}, \oslash_{\lambda} u\right)\right)$ and $\boldsymbol{母}_{\sigma}\left(\nu u\right.$ ．$\boxtimes_{\gamma_{\nu}}$ $\left.\left(\psi_{1}, \ldots, \psi_{\left|\gamma_{\nu}\right|-1}, \circlearrowleft_{\lambda} u\right)\right)$ are given by

$$
\begin{aligned}
& \llbracket \boldsymbol{\phi}_{\sigma}\left(\mu u . \boxtimes_{\gamma_{\mu}}\left(\psi_{1}, \ldots, \psi_{\left|\gamma_{\mu}\right|-1}, \bigcirc_{\lambda} u\right)\right) \rrbracket_{\mathrm{PFml}}=\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu},\left(\varphi_{1}, \ldots, \varphi_{\left|\gamma_{\mu}\right|}\right)}\right) \\
& \llbracket \boldsymbol{\phi}_{\sigma}\left(\nu u . \boxtimes_{\gamma_{\nu}}\left(\psi_{1}, \ldots, \psi_{\left|\gamma_{\nu}\right|-1}, \bigcirc_{\lambda} u\right)\right) \rrbracket_{\mathrm{PFml}}=\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\nu \Phi_{\lambda, \gamma_{\nu},\left(\varphi_{1}, \ldots, \varphi_{\left|\gamma_{\nu}\right|}\right)}\right)
\end{aligned}
$$

where

$$
\Phi_{\lambda, \gamma,\left(\varphi_{1}, \ldots, \varphi_{|\gamma|}\right)}:=\gamma\left(\llbracket \varphi_{1} \rrbracket_{\mathrm{PFml}}, \ldots, \llbracket \varphi_{|\gamma|} \rrbracket_{\mathrm{PFml}}, \llbracket \varrho_{\lambda} \rrbracket\left(\_\right)\right): \Omega^{Z_{X}} \rightarrow \Omega^{Z_{X}}
$$

whose subscripts we will sometimes omit．
Example 3.11 （instantiations of CCTL，cf．Ex．3．2）．Using the BT situation $\mathcal{S}_{\mathrm{ND}}$ ，we can obtain classical CTL semantics 12 ．The instantiated operators 【E』 and $\llbracket \mathrm{A} \rrbracket$ respectively map a predicate $Q$（on computation paths）to the predicates

$$
\begin{aligned}
& \{x \in X \mid \text { there is a computation path } \pi \text { of } x \text { with } \pi \in Q\} \\
& \{x \in X \mid \text { every computation path } \pi \text { of } x \text { belongs to } Q\}
\end{aligned}
$$

The operator $\llbracket \mathrm{X} \rrbracket$ maps a path predicate $Q$ to the path predicate

$$
\left\{\pi \in X^{\omega} \mid \text { the tail of } \pi \text { belongs to } Q\right\}
$$

Using the BT situation $\mathcal{S}_{\mathrm{R}}$, we can also obtain the PCTL semantics 18. The instantiated operator $\llbracket \mathbb{P}_{\geq q} \rrbracket$ maps a path predicate $Q$ to

$$
\left\{x \in X \left\lvert\, \begin{array}{l}
\text { the probability of computation paths of } x \text { belonging to } Q \\
\text { is greater than or equal } q
\end{array}\right.\right\} .
$$

## 4 Fixpoint Characterization of CCTL

The aim of this section is to give an alternative step-wise semantics of CCTL, and prove its equivalence to the path-based semantics (Def. 3.10). The equivalence, fixpoint characterization, is crucial in obtaining our polynomial time model-checking algorithm of CCTL formulas in $\$ 5$.

### 4.1 A coalgebraic $\mu$-calculus $\mu^{\text {CCTL }}$

We first introduce a fragment $\mu^{\mathrm{CCTL}}$ of the coalgebraic $\mu$-calculus [19, 38. The fragment instantiates the coalgebraic $\mu$-calculus using composite modalities $\boldsymbol{\phi}_{\sigma} \nabla_{\lambda}$, and restricts formulas inside fixpoints to be in a particular form.

Definition 4.1 (the $\mu$-calculus $\mu^{\mathrm{CCTL}}$ ). Let $\Sigma, \Lambda$ be sets, and $\Gamma$ be a ranked alphabet. We define the $\mu$-calculus $\mu_{\Gamma_{\mu}, \Gamma_{\nu}}^{\mathrm{CCTL}}$ by the following grammar:

$$
\begin{aligned}
\theta \in \mu_{\Gamma_{\mu}, \Gamma_{\nu}}^{\mathrm{CCTL}}:= & \boxtimes_{\gamma}\left(\theta_{1}, \ldots, \theta_{|\gamma|}\right) \mid \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} \theta \\
& \mid \mu u . \boxtimes_{\gamma_{\mu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} u\right) \\
& \mid \nu u . \boxtimes_{\gamma_{\nu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\nu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} u\right)
\end{aligned}
$$

where $u$ is a proposition variable, $\gamma \in \Gamma, \lambda \in \Lambda, \sigma \in \Sigma$, and $\gamma_{\mu} \in \Gamma_{\mu}, \gamma_{\nu} \in \Gamma_{\nu}$.
Note here our $\mu_{\Gamma_{\mu}, \Gamma_{\nu}}^{\mathrm{CCTL}}$ has no open formula since any occurrence of variables is bound immediately.

Definition 4.2 (semantics of $\mu^{\mathrm{CCTL}}$ formulas). For each $\mu_{\Gamma_{\mu}, \Gamma_{\nu}}^{\mathrm{CCTL}}$ formula $\theta$, its interpretation $\llbracket \theta \rrbracket_{\mu}$ cct $\in \Omega^{X}$ is defined by:

$$
\begin{aligned}
& \llbracket \square_{\gamma}\left(\theta_{1}, \ldots, \theta_{n}\right) \rrbracket_{\mu} \text { сстL }:=\gamma\left(\llbracket \theta_{1} \rrbracket_{\mu} \text { сстL }, \ldots, \llbracket \theta_{n} \rrbracket_{\mu} \text { сстL }\right), \\
& \llbracket \boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} \theta \rrbracket_{\mu \mathrm{cctL}}:=\llbracket \boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} \rrbracket\left(\llbracket \theta \rrbracket_{\mu} \mathrm{ccTL}\right), \\
& \llbracket \mu u . \boxtimes_{\gamma_{\mu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} u\right) \rrbracket_{\mu}^{\text {ccтL }}:=\mu \Psi_{(\sigma, \lambda), \gamma_{\mu},\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}\right)}, \\
& \llbracket \nu u . \square_{\gamma_{\nu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\nu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} u\right) \rrbracket_{\mu} \mathrm{cc} \mathrm{\tau L}:=\nu \Psi_{(\sigma, \lambda), \gamma_{\nu},\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\nu}\right|-1}\right)},
\end{aligned}
$$

where we denote monotone functions

$$
\begin{aligned}
\llbracket \boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} \rrbracket & :=c^{*} \circ \sigma_{F X} \circ \lambda_{X}: \Omega^{X} \rightarrow \Omega^{X} \\
\Psi_{(\sigma, \lambda), \gamma,\left(\theta_{1}, \ldots, \theta_{|\gamma|-1}\right)} & :=\gamma\left(\llbracket \theta_{1} \rrbracket_{\mu} \mathrm{cCTL}, \ldots, \llbracket \theta_{|\gamma|-1} \rrbracket_{\mu} \mathrm{cCTL}, \llbracket \boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} \rrbracket(-)\right): \Omega^{X} \rightarrow \Omega^{X},
\end{aligned}
$$

whose subscripts we will sometimes omit.

Example 4.3. In $\mathcal{S}_{\mathrm{ND}}$, the operator $\llbracket \mathrm{EX} \rrbracket$ maps a predicate $P$ on states to the predicate

$$
\left\{x \in X \mid \text { there is a successor } x^{\prime} \text { of } x \text { with } x^{\prime} \in Q\right\} .
$$

The operator $\llbracket A X \rrbracket$ is also defined similarly. In $\mathcal{S}_{\mathrm{R}}$, the operator $\llbracket \mathbb{P}_{\geq q} X \rrbracket$ maps a predicate $P$ to the predicate

$$
\left\{x \in X \left\lvert\, \begin{array}{l}
\text { the probability of successors of } x \text { belonging to } Q \\
\text { is greater than or equal to } q
\end{array}\right.\right\} .
$$

### 4.2 Step-wise Semantics of CCTL and Fixpoint Characterization

To define the step-wise semantics of CCTL, we first define a bijective translation between $\mu^{\text {CCTL }}$ formulas and CCTL formulas.

Definition 4.4 (translation of $\mu^{\mathrm{CCTL}}$ into CCTL). We define a translation $\iota$ of $\mu_{\Gamma_{\mu}, \Gamma_{\nu}}^{\mathrm{CCTL}}$ formulas $\theta$ into $\mathrm{CCTL}_{\Gamma_{\mu}, \Gamma_{\nu}}$ formulas by

$$
\begin{aligned}
& \iota\left(\boxtimes_{\gamma}\left(\theta_{1}, \ldots, \theta_{|\gamma|}\right)\right):=\boxtimes_{\gamma}\left(\iota \theta_{1}, \ldots, \iota \theta_{|\gamma|}\right), \\
& \iota\left(\boldsymbol{\phi}_{\sigma} \nabla_{\lambda} \theta\right):=\boldsymbol{\phi}_{\sigma} \nabla_{\lambda}(\iota \theta), \\
& \iota\left(\mu u . \square_{\gamma_{\mu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}, \boldsymbol{巾}_{\sigma} \nabla_{\lambda} u\right)\right):=\boldsymbol{\oplus}_{\sigma}\left(\mu u . \boxtimes_{\gamma_{\mu}}\left(\iota \theta_{1}, \ldots, \iota \theta_{\left|\gamma_{\mu}\right|-1}, \nabla_{\lambda} u\right)\right), \\
& \iota\left(\nu u . \boxtimes_{\gamma_{\nu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\nu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} u\right)\right):=\boldsymbol{\phi}_{\sigma}\left(\nu u . \boxtimes_{\gamma_{\nu}}\left(\iota \theta_{1}, \ldots, \iota \theta_{\left|\gamma_{\nu}\right|-1}, \oslash_{\lambda} u\right)\right) .
\end{aligned}
$$

The translation $\iota$ is a bijection between $\mu^{\text {CCTL }}$ formulas and CCTL formulas. We call the inverse map $\iota^{-1}$ the (fixpoint) encoding of CCTL into $\mu^{\text {CCTL }}$. Via this encoding, the semantics of $\mu^{\mathrm{CCTL}}$ induces another semantics of CCTL, the step-wise semantics of CCTL.

Definition 4.5 (step-wise semantics). The step-wise semantics of each CCTLformula $\psi$ is given by $\llbracket \iota^{-1} \psi \rrbracket_{\mu}^{\text {cctг }}$.

We will prove the so-called fixpoint characterization, which is the equivalence of the path-based semantics (Def. 3.10) and the step-wise semantics (Def. 4.5) of CCTL. The classical fixpoint characterization theorem [13] for CTL asserts, for example, the following equivalence (1). The LHS below is the (path-based) interpretation of the CTL formula $\mathrm{E}(\mu u . \theta \vee \mathrm{X} u)$, and the RHS below is the (stepwise) interpretation of the $\mathbf{L} \boldsymbol{\mu}$ formula that encodes the formula $\mathrm{E}(\mu u . \theta \vee \mathrm{X} u)$.

$$
\begin{equation*}
\llbracket \mathrm{E}(\mu u . \theta \vee \mathrm{X} u) \rrbracket=\llbracket \mu u . \theta \vee \mathrm{EX} u \rrbracket . \tag{1}
\end{equation*}
$$

Fig. 1 illustrates the critical difference between these two interpretations. To verify the CTL formula $\mathrm{E}(\mu u . \theta \vee \mathrm{X} u)$, the path-based semantics (Fig. 1a) searches for a computation path along which the property $\theta$ eventually occurs. In contrast, the step-wise semantics (Fig. 1b) searches in a breadth-first manner for a state validating the property $\theta$ in the computation tree.

We generalize this classical result to our coalgebraic setting:


Fig. 1: Two equivalent interpretations of the CTL formula $\mathrm{E}(\mu u . \theta \vee \mathrm{X} u)$.

Theorem 4.6 (fixpoint characterization). If the $B T$ situation $\mathcal{S}$ with maximal execution satisfies Assum. 4.7 , we have $\llbracket \theta \rrbracket_{\mu}$ cctL $=\llbracket \iota \theta \rrbracket_{\text {SFml }}$ for every $\mu^{\mathrm{CCTL}}$ formula $\theta$, and $\llbracket \iota^{-1} \psi \rrbracket_{\mu}$ cсть $=\llbracket \psi \|_{\text {SFmı }}$ for every CCTL formula $\psi$.
In this theorem, we identify sufficient conditions on the BT situation in categorical terms so that the fixpoint characterization holds.

## Assumption 4.7 (the main assumption).

1. $T$ is an affine monad,
2. the maximal trace $\operatorname{tr}\left(c^{\prime}\right)$ satisfies

$$
\begin{array}{cc}
X \times T Z_{X} & \xrightarrow{\operatorname{st}_{X,}, Z_{X}} T\left(X \times Z_{X}\right) \\
\left\langle\operatorname{idd}_{X}, \operatorname{tr}\left(c^{\prime}\right)\right\rangle \uparrow & \uparrow T\left\langle\zeta_{1}, \mathrm{id}_{z_{X}}\right\rangle \tag{2}
\end{array}
$$

3. for every $\sigma \in \Sigma, \mathrm{ev}_{\sigma}=\sigma_{\Omega}\left(\mathrm{id}_{\Omega}\right): T \Omega \rightarrow \Omega$ is an Eilenberg-Moore $T$-algebra,
4. for every $\sigma \in \Sigma, \lambda \in \Lambda$, and for every $\mu$-scheme $\gamma_{\mu} \in \Gamma_{\mu}$ and $\nu$-scheme $\gamma_{\nu} \in \Gamma_{\nu}$, we have

$$
\begin{align*}
\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, \iota \vec{\theta}_{\left|\gamma_{\mu}\right|}}\right) & \sqsubseteq \mu \Psi_{(\sigma, \lambda), \gamma_{\mu}, \vec{\theta}_{\left|\gamma_{\mu}\right|}}  \tag{3}\\
\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\nu \Phi_{\lambda \gamma_{\nu}, \iota \vec{\theta}_{\left|\gamma_{\nu}\right|}}\right) & \sqsupseteq \nu \Psi_{(\sigma, \lambda), \gamma_{\nu}, \vec{\theta}_{\left|\gamma_{\nu}\right|}} \tag{4}
\end{align*}
$$

for every tuple of $\mu_{\Gamma_{\mu}, \Gamma_{\nu}}^{\mathrm{CCTL}}$ formulas $\vec{\theta}_{|\gamma|}=\left(\theta_{1}, \ldots, \theta_{|\gamma|}\right)$, where $\Psi, \Phi$ are the operators defined in Def. 3.10 and Def. 4.2 ,
5. for every $\gamma \in \Gamma_{\mu} \cup \Gamma_{\nu}$ and $\sigma \in \Sigma, \gamma: \Omega^{|\gamma|} \rightarrow \Omega$ is bilinear [25, Section 1] with respect to the $T$-algebra $\mathrm{ev}_{\sigma}: T \Omega \rightarrow \Omega$, i.e.,
where $n=|\gamma|-1$. In the case $|\gamma|=0$, the above diagram becomes
6. for every $\sigma \in \Sigma$ and $\lambda \in \Lambda$, the map $\mathrm{ev}_{\lambda} \circ \operatorname{inj}_{\alpha}: \Omega^{|\alpha|} \rightarrow \Omega$ is bilinear w.r.t. $\mathrm{ev}_{\sigma}$, where $\operatorname{inj}_{\alpha}: \Omega^{|\alpha|} \rightarrow \coprod_{\alpha \in A} \Omega^{|\alpha|}$ is the injection of the index $\alpha$.
Let us explain each condition in Assum. 4.7.

1. This condition is needed here to ensure the compatibility of the strength map of $T$ with the first projection (that is, $T \pi_{1} \circ \mathrm{st}_{X, Y}=\eta_{X} \circ \pi_{2}$ ), which, in turn, ensures that the original $T \circ F$-coalgebra structure can be recovered from its execution map $\operatorname{tr}\left(c^{\prime}\right)$ (that is, $T\left(F \zeta_{1} \circ \zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right)=c$ ).
2. This condition is quite technical but harmless and used to prove one of our key results, Prop. 4.9. A similar condition can be found in [23], as strong affine-ness. Indeed, we can show every strongly affine monad satisfies condition 2 Since both $\mathcal{P}^{+}$and $\mathcal{G}_{1}$ are strongly affine, condition 2 is satisfied by both $\mathcal{S}_{\mathrm{ND}}$ and $\mathcal{S}_{\mathrm{R}}$ (see Table 2 ).
3. This condition, especially the associativity of the Eilenberg-Moore $T$-algebra $\mathrm{ev}_{\sigma}$, enables us to reduce many-fold branching (i.e., several applications of the path quantifier $\sigma$ ) to single branching (i.e., just one application).
4. This condition states that the path quantifier $\sigma$ preserves the least/greatest fixpoints of the operators $\Psi, \Phi$. In the logical perspective, the inequality (3) means "any path-based witness can be reached in step-wise manner," and the inequality (4) means "step-wise validity guarantees path-based validity."
5. This condition expresses the bilinearity of $\mu$-schemes $\gamma_{\mu} \in \Gamma_{\mu}$ and $\nu$-schemes $\gamma_{\nu} \in \Gamma_{\nu}$ : each application of a path quantifier $\boldsymbol{\varphi}_{\sigma}$ on a formula of the form $\boxtimes_{\gamma}\left(\vec{\psi}, \bigcirc_{\lambda} \varphi\right)$ is calculated by passing $\boldsymbol{\oplus}_{\sigma}$ inside, as $\boxtimes_{\gamma}\left(\vec{\psi}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} \varphi\right)$.
6. This condition captures the coherence between path quantifiers $\sigma \in \Sigma$ and next-time operators $\lambda \in \Lambda$. If we choose the canonical predicate lifting $\operatorname{Pred}(F)$ as $\lambda$, this condition is a consequence of condition5, because $\operatorname{Pred}(F)$ is constructed from conjunction, i.e., $\mathrm{ev}_{\lambda} \circ \mathrm{inj}_{\alpha}=\wedge$; see Example 2.5 11.

Before starting the proof of Thm. 4.6, we introduce two important results.
The first one (Lem. 4.8) is a consequence of condition 1 of Assum. 4.7, and states that taking the head $\left(\zeta_{1}\right)$ of the tail $\left(\zeta_{2}\right)$ of paths starting from a state $x$ yields successors of $x$.

Lemma 4.8. $T\left(F \zeta_{1} \circ \zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right)=c$.
The second one (Prop. 4.9) is a coalgebraic generalization of the expansion law [1] of CTL. When instantiated to the CTL formula $\mathrm{E}\left(p_{1} \mathrm{U} p_{2}\right)$, the expansion law expands the formula as

$$
\llbracket \mathrm{E}\left(p_{1} \mathrm{U} p_{2}\right) \rrbracket=p_{2} \vee\left(p_{1} \wedge \llbracket \mathrm{E} \mathbb{\square} \llbracket \mathrm{E}\left(p_{1} \mathrm{U} p_{2}\right) \rrbracket\right)
$$

Analogous to the classical one, our coalgebraic expansion law is critically used in the induction in the proof of the fixpoint characterization. It depends on all conditions of Assum. 4.7 but condition 4

Proposition 4.9 (coalgebraic expansion law). Let $\sigma \in \Sigma$, $\lambda \in \Lambda$, and $\mu$-schemes $\gamma_{\mu} \in \Gamma_{\mu}$ and $\nu$-schemes $\gamma_{\nu} \in \Gamma_{\nu}$. We have

$$
\begin{equation*}
\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, \iota \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\right) \sqsupseteq \Psi_{(\sigma, \lambda), \gamma_{\mu}, \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\left(\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, \iota \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\right)\right) \tag{7}
\end{equation*}
$$

for $\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}$ with $\llbracket \iota \theta_{i} \rrbracket_{\mathrm{SFml}} \sqsupseteq \llbracket \theta_{i} \rrbracket_{\mu} \mathrm{cctL}$ for $i=1, \ldots,\left|\gamma_{\mu}\right|-1$, and

$$
\begin{equation*}
\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\nu \Phi_{\lambda, \gamma_{\nu}, \iota \vec{\theta}_{\left|\gamma_{\nu}\right|-1}}\right) \sqsubseteq \Psi_{(\sigma, \lambda), \gamma_{\nu}, \vec{\theta}_{\left|\gamma_{\nu}\right|-1}}\left(\llbracket \boldsymbol{\varphi}_{\sigma} \rrbracket\left(\nu \Phi_{\lambda, \gamma_{\nu}, \iota \vec{\theta}_{\left|\gamma_{\nu}\right|-1}}\right)\right) \tag{8}
\end{equation*}
$$

for $\theta_{1}, \ldots, \theta_{\left|\gamma_{\nu}\right|-1}$ with $\llbracket \iota \theta_{i} \rrbracket_{\mathrm{SFmI}} \sqsubseteq \llbracket \theta_{i} \rrbracket_{\mu \text { ссть }}$ for $i=1, \ldots,\left|\gamma_{\nu}\right|-1$. Furthermore, if $\llbracket \iota \theta_{i} \rrbracket_{\mathrm{SFml}}=\llbracket \theta_{i} \rrbracket_{\mu} \mathrm{cctL}$ for every subformula $\theta_{i}$, the inequalities 7 and 8 are both equalities.
Proof (Sketch of Thm. 4.6). Since $\iota$ is a bijection between $\mu^{\text {CCTL }}$ and CCTL, it suffices to show

$$
\begin{equation*}
\llbracket \theta \rrbracket_{\mu} \mathrm{cctL}=\llbracket \iota \theta \rrbracket_{\mathrm{SFml}} \tag{9}
\end{equation*}
$$

for every $\theta \in \mu^{\mathrm{CCTL}}$. We prove eq. (9) by induction on the construction of $\theta$.
For $\theta=\square_{\gamma}\left(\theta_{1}, \ldots, \theta_{|\gamma|}\right)$, eq. (9) is straightforward.
For $\theta=\boldsymbol{\omega}_{\sigma} \bigcirc_{\lambda} \theta^{\prime}$, by I.H. and naturality of $\lambda$ and $\sigma$, we obtain

$$
\llbracket \iota\left(\boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} \theta^{\prime}\right) \rrbracket_{\mathrm{SFml}}=\left(T\left(F \zeta_{1} \circ \zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ \sigma_{F X} \circ \lambda_{X}\left(\llbracket \theta^{\prime} \rrbracket_{\mu} \mathrm{ccTL}\right)
$$

Thus, by Lem. 4.8 and Def. 4.2, we have

$$
\llbracket \iota\left(\boldsymbol{\varphi}_{\sigma} \bigcirc_{\lambda} \theta^{\prime}\right) \rrbracket_{\mathrm{SFml}}=c^{*} \circ \sigma_{F X} \circ \lambda_{X}\left(\llbracket \theta^{\prime} \rrbracket_{\mu} \mathrm{ccTL}\right)=\llbracket \boldsymbol{\varphi}_{\sigma} \bigcirc_{\lambda} \theta^{\prime} \rrbracket_{\mu} \mathrm{ccTL} .
$$

Next, we move on to the case $\theta=\mu u . \boxtimes_{\gamma_{\mu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} u\right)$. Firstly, we hypothesize $\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}$ with $\llbracket \iota \theta_{i} \rrbracket_{\mathrm{SFm}}=\llbracket \theta_{i} \rrbracket_{\mu}$ čTL for $i=1, \ldots,\left|\gamma_{\mu}\right|-1$. Under the notation introduced in Def. 3.10 and Def. 4.2 we have

$$
\begin{aligned}
\llbracket \mu u \cdot \boxtimes_{\gamma_{\mu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} u\right) \rrbracket_{\mu} \mathrm{ccTL} & =\mu \Psi_{\gamma_{\mu}, \vec{\theta}_{\left|\gamma_{\mu}\right|}}, \\
\llbracket \iota\left(\mu u \cdot \boxtimes_{\gamma_{\mu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} u\right)\right) \rrbracket_{\mathrm{SFml}} & =\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket \mu \Phi_{\gamma_{\mu},\left\langle\vec{\theta}_{\left|\gamma_{\mu}\right|}\right.} .
\end{aligned}
$$

Thus, the last task is to prove $\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\mu \Phi_{\gamma, \vec{\psi}}\right)=\mu \Psi_{\gamma, \vec{\psi}}$. The direction LHS $\sqsubseteq$ RHS is already assumed in condition 4 of Assum. 4.7 .

We show the other direction, LHS $\sqsupseteq$ RHS. To prove this, we recall the Knaster-Tarski fixpoint theorem [35]: the least fixpoint of a monotone function on a complete lattice is exactly the minimal of all pre-fixpoints of the function. Since LHS is a pre-fixpoint of the operator $\Psi$ by Prop. 4.9. we conclude LHS $\sqsupseteq$ RHS by the Knaster-Tarski fixpoint theorem.

The proof for the case $\theta=\nu u . \boxtimes_{\gamma_{\nu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\nu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \oslash_{\lambda} u\right)$ is similar to the least fixpoint case since condition 4 of Assum. 4.7 is symmetric to $\mu$ and $\nu$.
Examining the above proof, we can also obtain a partial fixpoint characterization.

Proposition 4.10 (partial fixpoint characterization). Under the same assumption of Thm. 4.6 (Assum. 4.7) but without condition 4, we have

1. $\llbracket \theta \rrbracket_{\mu \mathrm{cctL}}=\llbracket \iota \theta \rrbracket_{\text {SFml }}$ for a formula $\theta$ without any $\mu$ or $\nu$,
2. $\llbracket \theta \rrbracket \mu$ cctı $\sqsubseteq \llbracket \iota \theta \rrbracket \mathrm{SFml}$ for a formula $\theta$ with only $\mu$ 's,
3. $\llbracket \theta \rrbracket_{\mu}$ cctı $\sqsupseteq \llbracket \iota \theta \rrbracket_{\mathrm{SFmI}}$ for a formula $\theta$ with only $\nu$ 's.

### 4.3 Examples and Non-examples of Assum. 4.7

The non-deterministic BT situation $\mathcal{S}_{\mathrm{ND}}$ satisfies Assum. 4.7, as expected.
Proposition 4.11. $\mathcal{S}_{N D}$ satisfies Assum. 4.7 with $\Gamma_{\mu}=\left\{\left(-\vee\left(\_\wedge_{-}\right)\right)\right\}$and $\Gamma_{\nu}=\left\{\left(\_\wedge\left(\vee_{-}\right)\right)\right\}$. Thus, $\mathcal{S}_{N D}$ enjoys the fixpoint characterization (Thm. 4.6).

Proof (Sketch). The conditions of Assum. 4.7 other than 4 can be shown by literal calculation. Condition 4 is instantiated in $\mathcal{S}_{\text {ND }}$ as

$$
\begin{aligned}
\llbracket \mathrm{E}\left(\theta_{1} \mathrm{U} \theta_{2}\right) \rrbracket & \subseteq \mu u . \theta_{2} \vee\left(\theta_{1} \wedge \llbracket \mathrm{EX} \rrbracket u\right) \\
\llbracket \mathrm{E}\left(\theta_{1} \mathrm{~W} \theta_{2}\right) \rrbracket & \supseteq \nu u . \theta_{1} \wedge\left(\theta_{2} \vee \llbracket \mathrm{EX} \rrbracket u\right)
\end{aligned}
$$

for $E$ (the A case is given likewise). Proof of these inequalities is presented in [1, Thm. 6.23]. Note that although there the state set is assumed to be finite, this assumption can be lifted: the proof uses the expansion law, but the law can be obtained by checking the conditions of Assum. 4.7 other than 4 (recall our proof of the coalgebraic expansion law does not depend on condition 4). The rest of the proof in [1] can be done without the finiteness assumption.

On the other hand, the probabilistic BT situations $\left(\mathcal{S}_{\mathrm{R}}\right.$ and $\left.\mathcal{S}_{\mathrm{qR}}\right)$ fail to satisfy some conditions of Assum. 4.7, and hence to have the fixpoint characterization.
Fact 4.12. $\mathcal{S}_{R}$ and $\mathcal{S}_{q R}$ do not satisfy Assum. 4.7.
Firstly, $\mathcal{S}_{\mathrm{R}}$ does not satisfy condition 3 of Assum. 4.7, i.e., the requirement for the $\mathcal{G}_{1}$-modality $\sigma=\geq_{q}: \mathcal{G}_{1}(\mathbf{2}, \mathcal{P} \mathbf{2}) \rightarrow(\mathbf{2}, \mathcal{P} \mathbf{2})$ to be an Eilenberg-Moore $\mathcal{G}_{1}$-algebra in $\mathbf{S B}$. Indeed, the modality breaks the associativity condition of Eilenberg-Moore $\mathcal{G}_{1}$-algebras. The associativity means the following diagram commutes for every $\rho \in \mathcal{G}_{1}\left(\mathcal{G}_{1}(\mathbf{2}, \mathcal{P} \mathbf{2})\right) \cong \mathcal{G}_{1}\left([0,1], \Sigma_{[0,1]}\right)$, where $\Sigma_{[0,1]}$ is the Borel set generated from the usual topology of $[0,1]$ :

$$
\begin{aligned}
& \mathcal{G}_{1}\left(\mathcal{G}_{1}(\mathbf{2}, \mathcal{P} \mathbf{2})\right) \cong \mathcal{G}_{1}\left([0,1], \Sigma_{[0,1]}\right) \xrightarrow{\mathcal{G}_{1}\left(\geq_{q}\right)} \mathcal{G}_{1}(\mathbf{2}, \mathcal{P} \mathbf{2}) \cong\left([0,1], \Sigma_{[0,1]}\right) \\
& \downarrow^{\mu_{(\mathbf{2}, \mathcal{P} \mathbf{2})}} \\
& \mathcal{G}_{1}(\mathbf{2}, \mathcal{P} \mathbf{2}) \cong\left([0,1], \Sigma_{[0,1]}\right) \longrightarrow(\mathbf{2}, \mathcal{P} \mathbf{2}) .
\end{aligned}
$$

The commutativity of this diagram can be further rephrased as follows: the condition $\rho([q, 1]) \geq q$ is equivalent to $\int_{r \in[0,1]} \rho(r) d r \geq q$ for every measure $\rho$. However, by taking a real number $q$ other than 0 or 1 , this equivalence fails. Thus, the associativity condition of Eilenberg-Moore $\mathcal{G}_{1}$-algebras also fails for $q$ other than 0 or 1.

This suggests that by restricting the modality parameter $q$ to 0 or 1 , we can make condition 3 hold. This restriction is realized by the BT situation $\mathcal{S}_{\mathrm{qR}}$ (see Example 3.2.

Nevertheless, for $\mathcal{S}_{\mathrm{qR}}$, condition 4 of Assum. 4.7 is violated. The violation can be seen in a simple counterexample shown in Fig. 2 (found in [3]). While the PCTL formula $\mathbb{P}_{\geq 1}(\mu u . p \vee \mathrm{X} u)$ is interpreted as $\{x, y\}$ in this example, the encoded probabilistic mu-formula $\mu u . p \vee \mathbb{P}_{\geq 1} X u$ is interpreted as $\{y\}$. Thus, we have $\mathbb{P}_{\geq 1}(\mu u . p \vee \mathrm{X} u) \sqsupset \mu u . p \vee \mathbb{P}_{\geq 1} \mathrm{X} u$, which breaks condition 4 of Assum. 4.7.

Nonetheless, we also have the following positive result.
Proposition 4.13. $\mathcal{S}_{q R}$ with its state space $(X, \mathcal{P} X)$ for a countable set $X$ satisfies the other conditions of Assum. 4.7 than condition 4 with $\Gamma_{\mu}=\left\{\left(\_\vee\left(\_\wedge_{-}\right)\right)\right\}$and $\Gamma_{\nu}=\{(-\wedge$ $\left.\left.\left(\_\vee_{-}\right)\right)\right\}$Thus, $\mathcal{S}_{q R}$ with countable $(X, \mathcal{P} X)$ enjoys the partial fixpoint characterization (Prop. 4.10).

Remark 4.14. We saw we can not construct a step-wise semantics of PCTL equivalent to its path-based one via our encoding (Def. 4.4). In fact, we can make a stronger statement: any fixpoint encoding of PCTL into the probabilistic mu-calculus does not preserve semantics. Indeed, PCTL does not have the finite model property [3], whereas the probabilistic mu-calculus does [7]. One example of PCTL formula with no finite model is $\mathbb{P}_{>0} \mathrm{G}\left(\neg p \wedge \mathbb{P}_{>0} \mathrm{~F} p\right)$ for any atomic predicate $p$.

## 5 A Polynomial-time Model-Checking Algorithm for CCTL

Thanks to the fixpoint characterization, we can obtain a polynomial-time modelchecking algorithm $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$ for CCTL. It is based on the standard model-checking algorithm for CTL [8. Nevertheless, the algorithm $\mathrm{MC}_{\mathcal{S}}^{\text {CTL }}$ is described in categorical terms, with the following additional conditions on the BT situation $\mathcal{S}$.

## Assumption 5.1.

1. The ambient category $\mathbb{C}$ is concrete 27.
2. The underlying set of $X$ is finite, with its size denoted by $|X|$.
3. The underlying set of $\Omega$ is $\mathbf{2}$.

By Assum. 5.1. we can identify $\Omega$-predicates with subsets of the underlying set of $X$ and the maps $\gamma$ and $\llbracket \boldsymbol{\omega}_{\sigma} \bigcirc_{\lambda} \rrbracket$ with corresponding predicate transformers.

Given the BT situation $\mathcal{S}$ and a specification $\psi \in \mathrm{CCTL}$, the algorithm $\mathrm{MC}_{\mathcal{S}}^{\text {CCTL }}$ calculates $\llbracket \psi \rrbracket_{\text {SFml }}$, which is the interpretation of $\psi$. The calculation steps are shown in Algo. 1. Firstly, the CCTL formula $\psi$ is encoded into a $\mu^{\text {CCTL }}$ formula $\iota^{-1} \psi$ (cf. Def. 4.4). Next, the $\mu^{\text {CCTL }}$ formula $\iota^{-1} \psi$ is passed to the procedure $\operatorname{CHECK}\left(\iota^{-1} \psi\right)$, which is the core of $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$. The procedure call calculates $\llbracket \iota^{-1} \psi \rrbracket_{\mu}$ cctь in a step-wise manner. The calculation result coincides with $\llbracket \psi \rrbracket_{\text {SFml }}$ by the fixpoint characterization (Thm. 4.6).

The procedure $\operatorname{CHECK}(\theta)$ is a simplification of an existing model-checking algorithm for the coalgebraic $\mu$-calculus $\mathbf{C} \boldsymbol{\mu}$ [19]. In the body of $\operatorname{CHECK}(\theta)$, one out of four cases is chosen according to the structure of $\theta$. The first two cases, one for boolean operators and one for modalities, are straightforward. In the least fixpoint case, we exploit the Cousot-Cousot fixpoint theorem [9], which approximates the least fixpoint by an ascending chain in $\Omega^{X}$ starting from the least element $\perp$. The greatest fixpoint case is similar to the least fixpoint case.

```
Algorithm 1 A CCTL model-checking algorithm \(\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}\).
Input: A CCTL formula \(\psi\).
Output: An \(\Omega\)-predicate \(U \in \Omega^{X} . \quad \triangleright\) where \(\mathcal{S}=(\mathbb{C}, T, F, c, \Omega, \Sigma, \Lambda)\).
    procedure \(\operatorname{CHECK}(\theta)\)
        switch \(\theta\) do
            case \(\square_{\gamma}\left(\theta_{1}, \ldots, \theta_{|\gamma|}\right)\)
                    return \(\gamma\left(\operatorname{CHECK}\left(\theta_{1}\right), \ldots, \operatorname{CHECK}\left(\theta_{|\gamma|}\right)\right)\)
            end case
            case \(\boldsymbol{\oplus}_{\sigma} \wp_{\lambda} \theta^{\prime}\)
                    return \(\llbracket \boldsymbol{\omega}_{\sigma} \bigcirc_{\lambda} \rrbracket\left(\operatorname{CHECK}\left(\theta^{\prime}\right)\right)\)
            end case
            case \(\mu u . \square_{\gamma}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} u\right)\)
                    \(U:=\perp ; V:=\gamma_{\mu}\left(\operatorname{CHECK}\left(\theta_{1}\right), \ldots, \operatorname{CHECK}\left(\theta_{\left|\gamma_{\mu}\right|-1}\right), \llbracket \boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} \rrbracket(\perp)\right)\)
                    while \(U \neq V\) do
                    \(U:=V\)
                    \(V:=\gamma_{\mu}\left(\operatorname{CHECK}\left(\theta_{1}\right), \ldots, \operatorname{CHECK}\left(\theta_{\left|\gamma_{\mu}\right|-1}\right), \llbracket \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} \rrbracket(U)\right)\)
                        end while
                        return \(U\)
            end case
            case \(\nu u\). \(\oplus_{\gamma_{\nu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\nu}\right|-1}, \boldsymbol{\omega}_{\sigma} \circlearrowleft_{\lambda} u\right)\)
                    \(U:=\top ; V:=\gamma_{\nu}\left(\operatorname{CHECK}\left(\theta_{1}\right), \ldots, \operatorname{CHECK}\left(\theta_{\left|\gamma_{\nu}\right|-1}\right), \llbracket \boldsymbol{\phi}_{\sigma} \odot_{\lambda} \rrbracket(\top)\right)\)
                    while \(U \neq V\) do
                    \(U:=V\)
                            \(V:=\gamma_{\nu}\left(\operatorname{CHECK}\left(\theta_{1}\right), \ldots, \operatorname{CHECK}\left(\theta_{\left|\gamma_{\nu}\right|-1}\right), \llbracket \boldsymbol{巾}_{\sigma} \bigcirc_{\lambda} \rrbracket(U)\right)\)
                            end while
                        return \(U\)
            end case
    end procedure
    return \(\operatorname{CHECK}\left(\iota^{-1} \psi\right)\)
```

Termination of $\operatorname{CHECK}(\theta)$, and hence $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$ as a whole, is a direct consequence of our finiteness assumption in Assum. 5.1. The encoding $\iota^{-1}$ is also terminating. Correctness, particularly that of the two while loops (at Line 11 and Line 19), follows from the Cousot-Cousot fixpoint theorem.

Proposition 5.2 (termination and correctness of $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$ ). For a given CCTL formula $\psi$, the algorithm $\mathrm{MC}_{\mathcal{S}}^{C C T L}$ terminates and returns $\llbracket \psi \rrbracket_{\mathrm{SFml}}$.

To estimate the complexity bound of our algorithm $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$, we abstract the time to compute each modality $\boldsymbol{\varphi}_{\sigma} \bigcirc_{\lambda}$. Our formulation here follows [20, Def. 2].

Definition 5.3 (one-step satisfaction problem [20, Def. 2]). The onestep satisfaction problem w.r.t. $\sigma$ and $\lambda$ for a state $x \in X$ and an $\Omega$-predicate $U$ is to decide whether $x \in \llbracket \boldsymbol{\omega}_{\sigma} \triangle_{\lambda} \rrbracket(U)$ or not. We denote the time to solve this problem by $t((\sigma, \lambda), x, U)$ and define $t(\sigma, \lambda)=\max _{x \in X, U \in \Omega^{x}} t((\sigma, \lambda), x, U)$.

We show $\mathrm{MC}_{\mathcal{S}}{ }^{\mathrm{CCTL}}$ is at most polynomial time under moderate assumptions.
Proposition 5.4 (complexity bound of $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$ ). Let $|\psi|$ be the number of subformulas in $\psi$, and $N$ be a constant that bounds the time to execute the
boolean operations used in $\psi$. The complexity of $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$ is given by

$$
O(|\psi| \cdot|X| \cdot(N+t(\sigma, \lambda)+2 \cdot t(\sigma, \lambda) \cdot N)+|\psi|)
$$

When $t(\sigma, \lambda)$ is polynomial to the size $|X|$, so is the complexity of $\mathrm{MC}_{\mathcal{S}}{ }^{\mathrm{CCTL}}$.
Example 5.5 (fixpoint model checking for CTL). The instance $\mathrm{MC}_{\mathcal{S}_{\mathrm{ND}}}^{\mathrm{CCTL}}$ corresponds to the well-known model-checking algorithm for CTL via fixpoints [8. Since the time $t(\sigma, \lambda)$ is bounded by $|X|$ as in [20, Example 3], Prop. 5.4 recovers the known quadratic complexity bound of the classical algorithm.

## 6 Conclusion and Future Work

We formulated a new path-based coalgebraic logic CCTL (Def. 3.7), as an abstraction of classical CTL. We introduced an encoding of CCTL formulas into step-wise $\mu^{\text {CCTL }}$ formulas, which captures the categorical essence of the standard encoding of CTL into $\mathbf{L} \boldsymbol{\mu}$. This encoding is proven to preserve the semantics (Thm. 4.6) under some semantic conditions (Assum. 4.7) formulated in purely categorical terms. We saw these conditions distinguish classical CTL, which enjoys the fixpoint characterization (Prop. 4.11, and PCTL, which violates some conditions and enjoys only limited results (Prop. 4.13). Our coalgebraic fixpoint characterization yielded a naive model-checking algorithm $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$ of CCTL, whose complexity is analyzed to be polynomial (Prop. 5.4).

The genericity of our framework of CCTL will allow several interesting extensions: $n$-ary next-time operators and non-boolean logical connectives could be smoothly incorporated. By changing the branching type $T$, our framework is expected to not only encompass other known examples like quantitative variants of CTL 4, 30] but also yield novel efficient path-based logics. We will investigate monotone neighborhood frames [16] and aim to establish "Monotone Neighborhood CTL" which would provide an efficient path-based language for Parikh's game logic [17, 31. We will also explore [0, 1]-valued probabilistic path-based logics and corresponding probabilistic mu-calculus validating the fixpoint characterization. Such path-based logics would resemble the quantitative LTL [6].

We could also extend our encoding $\iota^{-1}$ to the coalgebraic path-based logic $\mu \mathcal{L}$, as an abstraction of classical exponential encodings of CTL* into the mucalculus [2, 10].
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## A Auxiliary Definitions

Definition A. 1 (commutative monad, [24, Def. 5.2.9]). Let $\mathbb{C}$ be a category with finite products.

1. A functor $F: \mathbb{C} \rightarrow \mathbb{C}$ is called strong if it is equipped with a natural transformation $\left\{\text { st }_{X, Y}: X \times F Y \rightarrow F(X \times Y)\right\}_{X, Y \in \mathbb{C}}$, called strength, which satisfies the following diagrams:

2. A monad $T: \mathbb{C} \rightarrow \mathbb{C}$ is called strong if $T$ is strong as a functor and moreover its strength st $_{X, Y}: X \times T Y \rightarrow T(X \times Y)$ satisfies the following diagrams:

3. Let $T$ be a strong monad with its strength st. The monad $T$ is called commutative if the following diagram holds:

where the map st ${ }_{X, Y}: T X \times Y \rightarrow T(X \times Y)$ is defined to be the composite

$$
\begin{equation*}
T X \times Y \xrightarrow{\cong} Y \times T X \xrightarrow{\mathrm{st}_{Y, X}} T(Y \times X) \xrightarrow{\cong} T(X \times Y) . \tag{15}
\end{equation*}
$$

The map in diagram 14 is called double strength and denoted dst.

Remark A. 2 (compatibility with the first projection). Note that condition 10 and the naturality of st induce the following compatibility with the first projection:

by


Compatibility with second projection, however, is not always guaranteed; see Lem. A. 4

Definition A. 3 (affine monad, [22, Def. 4.1]). Let $T: \mathbb{C} \rightarrow \mathbb{C}$ be a commutative monad. The monad $T$ is called affine if any of the following holds:

1. the unit $\eta_{\mathbf{1}}: \mathbf{1} \rightarrow T \mathbf{1}$ is isomorphic, or
2. $\left\langle T \pi_{1}, T \pi_{2}\right\rangle \circ \mathrm{dst}_{X, Y}=\mathrm{id}_{T X \times T Y}: T X \times T Y \rightarrow T X \times T Y$ for each $X, Y \in \mathbb{C}$.

If the ambient category $\mathbb{C}$ has pullbacks, every monad $T$ has the largest affine submonad $T^{\text {a }}$, called the affine part of $T$ (Jacobs [22, Def. 4.5]), given by


The important property of $T^{\mathrm{a}}$ is that if $T$ is commutative, then so is $T^{\mathrm{a}}$, and distributive laws of $T$ restricts to $T^{\mathrm{a}}$ (the latter result is found in Cîrstea [3, Prop. 1]).

Lemma A. 4 (compatibility with first projections). Let $T: \mathbb{C} \rightarrow \mathbb{C}$ be $a$ commutative affine monad. We have the following diagram commutes.


Proof. Easily obtained from the affine-ness.

For Eilenberg-Moore algebras of commutative monads, we can define bilinearity of maps.
Definition A.5 ( $m$-linear map, Kock [25, Section 1]). Let $T: \mathbb{C} \rightarrow \mathbb{C}$ be a commutative monad, $a: T A \rightarrow A$ and $c: T C \rightarrow C$ be (Eilenberg-Moore) $T$-algebras and $B \in \mathbb{C}$. A map $f: A \times B \rightarrow C$ is called 1-linear if the diagram below commutes:


Similarly, if $A$ is a mere object and $b: T B \rightarrow B$ is a $T$-algebra, 2-linearity can be defined likewise, using the strength map st ${ }_{A}, B: A \times T B \rightarrow T(A \times B)$. We define $m$-linearity of an $n$-ary map $f: A_{1} \times \cdots \times A_{n} \rightarrow C(1 \leq m \leq n)$ quite the same way, and $f$ is called bilinear if $f$ is $m$-linear for every $m=1, \ldots, n$.

We note that bilinearity of $f: A_{1} \times \cdots \times A_{n} \rightarrow C$ is equivalently defined using $T$ 's double strength:


A distributive law of $F$ over $T$ assures compatibility of these two endofunctors required in the path-based semantics.

Definition A. 6 (distributive law, [24, Def. 5.2.4]). Let $F: \mathbb{C} \rightarrow \mathbb{C}$ be a functor and $T: \mathbb{C} \rightarrow \mathbb{C}$ be a monad. A distributive law or $\mathcal{K} \ell$-law of $F$ over $T$ is a natural transformation $\xi: F T \Rightarrow T F$ with


For a polynomial functor and a commutative monad, we always have a canonical distributive law.

Proposition A. 7 ([24, Prop. 5.2.12]). For a simple polynomial functor $F$ and a commutative monad $T$, there is a distributive law $\xi: F T \Rightarrow T F$. We call this distributive law the canonical one.

We concretely show the canonical distributive law $\xi$ w.r.t. a commutative monad $T$ and an arity functor $F=\coprod_{\alpha \in A} X^{|\alpha|}$ for some set $A$ :

$$
\begin{align*}
& \begin{array}{l}
\quad(T X)^{|\alpha|} \xrightarrow{\mathrm{inj}_{\alpha}} \coprod_{\alpha \in A}(T X)^{|\alpha|} \cong F T X \\
\left(\text { dst }_{\alpha \alpha \mid}\right)_{X} \downarrow
\end{array}  \tag{21}\\
& T\left(X^{|\alpha|}\right) \xrightarrow{T\left(\mathrm{inj}_{\alpha}\right)} T\left(\amalg_{\alpha \in A} X^{|\alpha|}\right) \cong T F X .
\end{align*}
$$

The following technical lemma was presented by Cîrstea [5, Lemma 5.11] for the semiring monads, which asserts exchangability of $\sigma$ and $\lambda$ via the distributive law.

Lemma A.8. Let $T$ be a commutative monad and $F=\coprod_{\alpha \in A} X^{|\alpha|}$, and $\sigma: \Omega^{(-)} \rightarrow$ $\Omega^{T_{-}}$and $\lambda: \Omega_{-}^{(-)} \rightarrow \Omega^{F_{-}}$be liftings of $T$ and $F$, respectively. We suppose $\mathrm{ev}_{\sigma}$ is an Eilenberg-Moore $T$-algebra and $\mathrm{ev}_{\lambda} \circ \mathrm{inj}_{\alpha}: \Omega^{|\alpha|} \rightarrow \Omega$ is bilinear w.r.t. $\mathrm{ev}_{\sigma}$. Then the following diagram commutes: for each $Y \in \mathbb{C}$,

where $\xi$ is the canonical distributive law between $F=\coprod_{\alpha \in A} X^{|\alpha|}$ and $T$.
Proof. Note that $\mathrm{ev}_{\lambda}=\left[\mathrm{ev}_{\lambda} \circ \operatorname{inj}_{\alpha}\right]_{\alpha \in A}$. The upper path of the diagram is given by

$$
\begin{aligned}
\lambda_{T Y} \circ \sigma_{Y} & =\operatorname{ev}_{\lambda} \circ F\left(\sigma_{Y}\right) \\
& =\left[\mathrm{ev}_{\lambda} \circ \operatorname{inj}_{\alpha}\right]_{\alpha \in A} \circ \coprod_{\alpha \in A}\left(\mathrm{ev}_{\sigma} \circ T p\right) \\
& =\left[\operatorname{ev}_{\lambda} \circ \operatorname{inj}_{\alpha} \circ\left(\underset{|\alpha|}{\left(X \mathrm{ev}_{\sigma} \circ T p\right)}\right]_{\alpha \in A},\right.
\end{aligned}
$$

where $X_{|\alpha|}$ denotes the $|\alpha|$-times product. The lower path is also given by

$$
\begin{aligned}
\xi_{Y}^{*} \circ \sigma_{F Y} \circ \lambda_{Y} & =\operatorname{ev}_{\sigma} \circ T\left(\left[\operatorname{ev}_{\lambda} \circ \operatorname{inj}_{\alpha} \circ \underset{|\alpha|}{\times p}\right]_{\alpha \in A}\right) \circ \xi_{Y} \\
& =\operatorname{ev}_{\sigma} \circ T\left(\left[\operatorname{ev}_{\lambda} \circ \operatorname{inj}_{\alpha} \circ \underset{|\alpha|}{\times p_{1}}\right]_{\alpha \in A}\right) \circ\left[T \operatorname{inj}_{\alpha} \circ \operatorname{dst}_{|\alpha|}\right]_{\alpha} \\
& =\left[\operatorname{ev}_{\sigma} \circ T\left(\operatorname{ev}_{\lambda} \circ \operatorname{inj}_{\alpha} \circ \underset{|\alpha|}{\times p} p \circ \operatorname{dst}_{|\alpha|}\right]_{\alpha} .\right.
\end{aligned}
$$

Here we used the concrete construction of the canonical distributive law $\xi$; see eq. 21. Thus, we have to check the equality

$$
\left.\operatorname{ev}_{\lambda} \circ \operatorname{inj}_{\alpha} \circ \underset{|\alpha|}{\left(X \mathrm{ev}_{\sigma} \circ T p\right.}\right)=\operatorname{ev}_{\sigma} \circ T\left(\mathrm{ev}_{\lambda} \circ \operatorname{inj}_{\alpha} \circ \underset{|\alpha|}{X} p\right) \circ \mathrm{dst}_{|\alpha|}
$$

for each $\alpha \in A$. These two form the following diagram (which was seen in Cîrstea [5, Lemma 5.11] in the case $\mathrm{ev}_{\lambda} \circ \mathrm{inj}_{\alpha}$ is given by the semiring multiplication of semiring monads)


The left square follows from the naturality of the $n$-ary strength, and the right one is the bilinearity of the map $\mathrm{ev}_{\lambda} \circ \mathrm{inj}_{\alpha}$ w.r.t. $\mathrm{ev}_{\sigma}$.

## B Detailed Proof of Thm. 4.6

We fix a BT situation $\mathcal{S}=(\mathbb{C}, T, F, c, \Omega, \Sigma, \Lambda)$ with maximal execution $\operatorname{tr}\left(c^{\prime}\right)$, and suppose $\mathcal{S}$ satisfies Assum. 4.7.

We prove several lemmas for Thm. 4.6, see Fig. 3. We first prove Lem. 4.8 (Lem. B.8 in appendix B.1. We then prove Prop. 4.9 (Prop. B.14) in appendix B. 2 Finally, we show a detailed proof of Thm. 4.6 (Thm. B. 15 in appendix B.3.

## B. 1 Proof of Lem. 4.8

Here we fix a distributive law $\xi$ of $F$ over $T$, assured by Prop. A.7.
Lemma B.1.

$$
\begin{equation*}
\overline{F_{X}} \operatorname{tr}\left(c^{\prime}\right)=\operatorname{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi_{Z_{X}} \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right) \tag{24}
\end{equation*}
$$

Proof. Firstly, when we have a distributive law $\xi: F T \Rightarrow T F$, we also have a distributive law $\xi^{\prime}: F_{X} T \Rightarrow T F_{X}$ by

$$
\xi_{A}^{\prime}=\mathrm{dst}_{X, F A} \circ\left(\eta_{X} \times \mathrm{id}_{T F A}\right) \circ\left(\mathrm{id}_{X} \times \xi_{A}\right): X \times F T A \rightarrow T(X \times F A)
$$

By the definition of the Kleisli lifting (see $\$ 3.2$, the Kleisli lifting $\overline{F_{X}}$ of $F_{X}$ maps $\operatorname{tr}\left(c^{\prime}\right)$ to

$$
\overline{F_{X}} \operatorname{tr}\left(c^{\prime}\right)=\xi_{Z_{X}}^{\prime} \circ\left(\mathrm{id}_{X} \times F \operatorname{tr}\left(c^{\prime}\right)\right)
$$

This equation can be reduced further by the definition of $\xi^{\prime}$ :

$$
\begin{aligned}
\overline{F_{X}} \operatorname{tr}\left(c^{\prime}\right) & =\xi_{Z_{X}}^{\prime} \circ\left(\mathrm{id}_{X} \times F \operatorname{tr}\left(c^{\prime}\right)\right) \\
& =\operatorname{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times \mathrm{id}_{T Z_{X}}\right) \circ\left(\mathrm{id}_{X} \times \xi_{F Z_{X}}\right) \circ\left(\mathrm{id}_{X} \times F \operatorname{tr}\left(c^{\prime}\right)\right) \\
& =\operatorname{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi_{Z_{X}} \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)
\end{aligned}
$$

This concludes the proof.


Fig. 3: Dependencies between lemmas (in blue) and assumtions (in red) for proving Thm. 4.6 (in yellow).

## Lemma B.2.

$$
\begin{equation*}
\left(\eta_{X \times F Z_{X}} \circ \zeta\right) \odot \operatorname{tr}\left(c^{\prime}\right)=\overline{F_{X}} \operatorname{tr}\left(c^{\prime}\right) \odot c^{\prime} \tag{25}
\end{equation*}
$$

Proof. The statement comes from the equation $J \zeta \odot u=\bar{F} u \odot c \operatorname{tr}\left(c^{\prime}\right)$ defining maximal trace (Def. 3.3) Note that $J \zeta=\eta_{X \times F Z_{X}} \circ \zeta$ by the definition of the Kleisli embedding $J$.

Lemma B.3. 1. $T \pi_{1} \circ \mathrm{dst}_{X, Y}=\pi_{1}: T X \times T Y \rightarrow T X$,
2. $T \pi_{2} \circ \mathrm{dst}_{X, Y}=\pi_{2}: T X \times T Y \rightarrow T Y$.

Proof. For the first equation, see the following commutative diagram.


The left square is induced by equation 17 , the middle one is by 16 , and the right one is by the naturality of the multiplication $\mu$. Note that $\operatorname{dst}_{X, Y}=\mu_{X \times Y} \circ$ $T \mathrm{st}_{X, Y} \circ \mathrm{st}_{X, T Y}^{\prime}$ and $\mu_{X} \circ T \eta_{X}=\mathrm{id}_{T X}$.

The second equation is obtained the same way.
Lemma B.4. 1. $T \pi_{1} \circ c^{\prime}=\eta_{X}$,

## 2. $T \pi_{2} \circ c^{\prime}=c$.

Proof. Recall that $c^{\prime}=\mathrm{dst} \circ\langle\eta, c\rangle$. The equations are the straightforward consequences of Lem. B. 3 .
Lemma B.5. $T(\zeta) \circ \operatorname{tr}\left(c^{\prime}\right)=\mu_{X \times F Z_{X}} \circ T\left(\operatorname{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime}$.
Proof. By the unitality of the monad $T$ and the definition of the Kleisli composition $\odot$, we have

$$
\begin{aligned}
T(\zeta) \circ \operatorname{tr}\left(c^{\prime}\right) & =\mathrm{id}_{T\left(X \times F Z_{X}\right)} \circ T(\zeta) \circ \operatorname{tr}\left(c^{\prime}\right) \\
& =\left(\mu_{X \times F Z_{X}} \circ T\left(\eta_{X \times F Z_{X}}\right)\right) \circ T(\zeta) \circ \operatorname{tr}\left(c^{\prime}\right) \\
& =\mu_{X \times F Z_{X}} \circ T\left(\eta_{X \times F Z_{X}} \circ \zeta\right) \circ \operatorname{tr}\left(c^{\prime}\right) \\
& =\left(\eta_{X \times F Z_{X}} \circ \zeta\right) \odot \operatorname{tr}\left(c^{\prime}\right) .
\end{aligned}
$$

By Lem. B.2 we have $\left(\eta_{X \times F Z_{X}} \circ \zeta\right) \odot \operatorname{tr}\left(c^{\prime}\right)=\overline{F_{X}} \operatorname{tr}\left(c^{\prime}\right) \odot c^{\prime}$. The RHS of this equation can be reduced to $\overline{F_{X}} \operatorname{tr}\left(c^{\prime}\right) \odot c^{\prime}=\mu_{X \times F Z_{X}} \circ T\left(\overline{F_{X}} \operatorname{tr}\left(c^{\prime}\right)\right) \circ c^{\prime}$ by the definition of $\odot$. Finally, since $\overline{F_{X}} \operatorname{tr}\left(c^{\prime}\right)=\mathrm{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)$ by Lem. B.1, we obtain

$$
\begin{aligned}
T(\zeta) \circ \operatorname{tr}\left(c^{\prime}\right) & =\mu_{X \times F Z_{X}} \circ T\left(\overline{F_{X}} \operatorname{tr}\left(c^{\prime}\right)\right) \circ c^{\prime} \\
& =\mu_{X \times F Z_{X}} \circ T\left(\mathrm{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime}
\end{aligned}
$$

Lemma B.6. $T \zeta_{1} \circ \operatorname{tr}\left(c^{\prime}\right)=\eta_{X}$.
Proof. Since $\zeta_{1}=\pi_{1} \circ \zeta$, we have $T\left(\zeta_{1}\right) \circ \operatorname{tr}\left(c^{\prime}\right)=T\left(\pi_{1}\right) \circ T(\zeta) \circ \operatorname{tr}\left(c^{\prime}\right)$. Thus, by Lem. B. 5 and the naturality of $\mu$, we have

$$
\begin{aligned}
T\left(\zeta_{1}\right) \circ \operatorname{tr}\left(c^{\prime}\right) & =T\left(\pi_{1}\right) \circ T(\zeta) \circ \operatorname{tr}\left(c^{\prime}\right) \\
& =T\left(\pi_{1}\right) \circ \mu_{X \times F Z_{X} \circ T\left(\operatorname{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime}} \\
& =\mu_{X} \circ T^{2}\left(\pi_{1}\right) \circ T\left(\operatorname{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime} \\
& =\mu_{X} \circ T\left(T\left(\pi_{1}\right) \circ \operatorname{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime} .
\end{aligned}
$$

By $T \pi_{1} \circ \mathrm{dst}_{X, F Z_{X}}=\pi_{1}$ by Lem. B.3. the above equation is

$$
\begin{aligned}
T\left(\zeta_{1}\right) \circ \operatorname{tr}\left(c^{\prime}\right) & =\mu_{X} \circ T\left(T \pi_{1} \circ \mathrm{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime} \\
& =\mu_{X} \circ T\left(\pi_{1} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime} \\
& =\mu_{X} \circ T\left(\eta_{X} \circ \pi_{1}\right) \circ c^{\prime} \\
& =\mu_{X} \circ T \eta_{X} \circ T \pi_{1} \circ c^{\prime}
\end{aligned}
$$

Finally, by the monad unitality $\mu_{X} \circ T \eta_{X}=\mathrm{id}_{T X}$ and Lem. B.4, we have

$$
\begin{aligned}
T\left(\zeta_{1}\right) \circ \operatorname{tr}\left(c^{\prime}\right) & =\mu_{X} \circ T \eta_{X} \circ T \pi_{1} \circ c^{\prime} \\
& =T \pi_{1} \circ c^{\prime} \\
& =\eta_{X}
\end{aligned}
$$

## Lemma B.7.

$$
T\left(\zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right)=\mu_{F Z_{X}} \circ T\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right) \circ c
$$

Proof. Since $T\left(\zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right)=T \pi_{2} \circ T \zeta$, by Lem. B.5. we have

$$
\begin{aligned}
T\left(\zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right) & =T \pi_{2} \circ T \zeta \circ \operatorname{tr}\left(c^{\prime}\right) \\
& =T \pi_{2} \circ \mu_{X \times F Z_{X}} \circ T\left(\operatorname{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime}
\end{aligned}
$$

Now we have $T \pi_{2} \circ \mu_{X \times F Z_{X}}=\mu_{F Z_{X}} \circ T^{2} \pi_{2}: T^{2}\left(X \times F Z_{X}\right) \rightarrow T F Z_{X}$ by naturality of the multiplication $\mu$. Combining this and $T \pi_{2} \circ \operatorname{dst}_{X, F Z_{X}}=\pi_{2}$ in Lem. B. 3 yields

$$
\begin{aligned}
T\left(\zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right) & =\mu_{F Z_{X}} \circ T^{2} \pi_{2} \circ T\left(\operatorname{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime} \\
& =\mu_{F Z_{X}} \circ T\left(T \pi_{2} \circ \operatorname{dst}_{X, F Z_{X}} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime} \\
& =\mu_{F Z_{X}} \circ T\left(\pi_{2} \circ\left(\eta_{X} \times\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right)\right)\right) \circ c^{\prime} \\
& =\mu_{F Z_{X}} \circ T\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right) \circ \pi_{2}\right) \circ c^{\prime} \\
& =\mu_{F Z_{X}} \circ T\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right) \circ T \pi_{2} \circ c^{\prime} .
\end{aligned}
$$

Finally, by $T \pi_{2} \circ c^{\prime}=c$ in Lem. B.4, we have

$$
\begin{aligned}
T\left(\zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right) & =\mu_{F Z_{X}} \circ T\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right) \circ T \pi_{2} \circ c^{\prime} \\
& =\mu_{F Z_{X}} \circ T\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right) \circ c .
\end{aligned}
$$

Lemma B. 8 (Lem. 4.8). $T\left(F \zeta_{1} \circ \zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right)=c$.
Proof. By Lem. B.7, we have

$$
\begin{aligned}
T\left(F \zeta_{1} \circ \zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right) & =T\left(F \zeta_{1}\right) \circ T\left(\zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right) \\
& =T F \zeta_{1} \circ \mu_{F Z_{X}} \circ T\left(\xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right) \circ c .
\end{aligned}
$$

Since $T F \zeta_{1} \circ \mu_{F Z_{X}}=\mu_{F X} \circ T^{2} F \zeta_{1}$ by the naturality of the multiplication $\mu$, we have

$$
T\left(F \zeta_{1} \circ \zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right)=\mu_{F X} \circ T\left(T F \zeta_{1} \circ \xi \circ F \operatorname{tr}\left(c^{\prime}\right)\right) \circ c
$$

Thus, it suffices to show $T F \zeta_{1} \circ \xi \circ F \operatorname{tr}\left(c^{\prime}\right)=\eta_{F X}$ since $\mu_{F X} \circ T \eta_{F X} \circ c=c$. This is obtained by the following diagram:


Here

- the upper-left triangle is trivial,
- the upper-middle and upper-right triangles come from the naturality of the distributive law $\xi$, and
- the semicircle below is by Lem. B.6.

In conclusion, the bottom path of the above diagram $\xi_{X} \circ F \eta_{X}$ is reduced as $\xi_{X} \circ F \eta_{X}=\eta_{F X}$ by the definition of distributive laws (eq. 19) in Def. A.6).

## B. 2 Proof of Prop. 4.9

Lemma B. 9 (Cîrstea [5, Lemma 3.1]). For $\sigma \in \Sigma$, we have $\sigma_{T Y} \circ \sigma_{Y}=$ $\mu_{Y}^{*} \circ \sigma_{Y}$ for each $Y \in \mathbb{C}$.

Proof. Straightforward from the assumption that $\left(\Omega, \mathrm{ev}_{\sigma}\right)$ is a $T$-algebra (condition 3 in Assumption 4.7). See [5, Lemma 3.1] for details.

Lemma B.10. For $\sigma \in \Sigma$ and $\lambda \in \Lambda$, we have $\llbracket \boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} \rrbracket \circ \llbracket \boldsymbol{\phi}_{\sigma} \rrbracket=\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket \circ \llbracket \odot_{\lambda} \rrbracket$.
Proof. See the diagram below.


Here,

- the top-left rectangle is by Lem. A. 8 (which is assured by 6 in Assumption 4.7,
- the top-right rectangle is by the naturality of $\lambda$,
- the middle-center and middle-right rectangles and the left hemisphere are by the naturality of $\sigma$,
- the middle-left rectangles come from Lem. B.9, and
- the bottom rectangle is by Lem. B. 7

Lemma B.11. For $\gamma \in \Gamma_{\mu} \cup \Gamma_{\nu}$ and $\sigma \in \Sigma$, we have the following: for every $f_{1}, \ldots, f_{n}: X \rightarrow \Omega$ and $g: Z_{X} \rightarrow \Omega$,

$$
\begin{equation*}
\left(\operatorname{st}_{X^{n}, Z_{X}}\right)^{*} \circ \sigma_{X^{n} \times Z_{X}}\left(\gamma \circ\left(f_{1} \times \cdots \times f_{n} \times g\right)\right)=\gamma\left(f_{1} \times \cdots \times f_{n} \times \sigma_{Z_{X}}(g)\right) \tag{27}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\mathrm{ev}_{\sigma} \circ T \gamma \circ T\left(f_{1} \times \cdots \times f_{n} \times g\right) \circ \mathrm{st}_{X^{n}, Z_{X}}=\gamma\left(f_{1} \times \cdots \times f_{n} \times\left(\mathrm{ev}_{\sigma} \circ T g\right)\right) \tag{28}
\end{equation*}
$$

where $n=|\gamma|-1$.
Proof. The LHS and RHS of eq. 28) is respectively depicted as the top and bottom paths in the following diagram:


Here,

- the top-left trapezoid comes from the naturality of the strength st,
- the triangle below is straightforward, and
- the right rectangle is assumed in 5 in Assumption 4.7.


## Lemma B.12.

$$
\begin{equation*}
T\left(\left\langle\zeta_{1}, \ldots, \zeta_{1}, \operatorname{id}_{Z_{X}}\right\rangle\right) \circ \operatorname{tr}\left(c^{\prime}\right)=\operatorname{st}_{X^{n}, Z_{X}} \circ\left\langle\operatorname{id}_{X}, \ldots, \operatorname{id}_{X}, \operatorname{tr}\left(c^{\prime}\right)\right\rangle \tag{29}
\end{equation*}
$$

Proof. The LHS and RHS of eq. 29) is respectively depicted as the bottom and top paths of the following commutative diagram:

where $\Delta: X \rightarrow X^{n}$ is the diagonal map. Here,

- the left and right triangles comes from the definition of the diagonal $\Delta$,
- the top trapezoid is the naturality of the strength (Def. A.1), and
- the top trapezoid is condition 2 of Assum. 4.7

Lemma B.13. For $\gamma \in \Gamma_{\mu} \cup \Gamma_{\nu}, \psi_{1}, \ldots, \psi_{|\gamma|-1} \in \operatorname{SFml}$ and $\varphi \in \mathrm{PFml}$, we have

$$
\begin{equation*}
\llbracket \boldsymbol{\phi}_{\sigma}\left(\square_{\gamma}\left(\psi_{1}, \ldots, \psi_{|\gamma|-1}, \varphi\right)\right) \rrbracket_{\mathrm{SFml}}=\llbracket \square_{\gamma}\left(\psi_{1}, \ldots, \psi_{|\gamma|-1}, \boldsymbol{巾}_{\sigma} \varphi\right) \rrbracket_{\mathrm{SFml}} \tag{30}
\end{equation*}
$$

in other words,
$\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\gamma\left(\llbracket \psi_{1} \rrbracket_{\mathrm{PFml}}, \ldots, \llbracket \psi_{|\gamma|-1} \rrbracket_{\mathrm{PFml}}, \llbracket \varphi \rrbracket_{\mathrm{PFm}}\right)\right)=\gamma\left(\llbracket \psi_{1} \rrbracket_{\mathrm{SFml}}, \ldots, \llbracket \psi_{|\gamma|-1} \rrbracket_{\mathrm{SFml}}, \llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\llbracket \varphi \rrbracket_{\mathrm{PFml}}\right)\right)$.
Proof. Since $\sigma(f)=\mathrm{ev}_{\sigma} \circ T(f)$, the LHS and RHS of equation 30 (or equation 31) are expressed as follows.

$$
\begin{aligned}
\text { LHS } & =\left(\operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ \sigma_{Z_{X}}\left(\gamma\left(\llbracket \psi_{1} \rrbracket_{\text {PFml }}, \ldots, \llbracket \psi_{|\gamma|-1} \rrbracket_{\text {PFml }}, \llbracket \varphi \rrbracket_{\text {PFml }}\right)\right) \\
& =\operatorname{ev}_{\sigma} \circ T\left(\gamma\left(\zeta_{1}^{*}\left(\llbracket \psi_{1} \rrbracket_{\text {SFml }}\right), \ldots, \zeta_{1}^{*}\left(\llbracket \psi_{|\gamma|-1} \rrbracket_{\text {SFml }}\right), \llbracket \varphi \rrbracket_{\text {PFml }}\right)\right) \circ \operatorname{tr}\left(c^{\prime}\right) \\
& =\operatorname{ev}_{\sigma} \circ T \gamma \circ T\left(\llbracket \psi_{1} \rrbracket_{\text {SFml }} \times \cdots \times \llbracket \psi_{|\gamma|-1} \rrbracket_{\text {SFml }} \times \llbracket \varphi \rrbracket_{\text {PFml }}\right) \circ T\left(\left\langle\zeta_{1}, \ldots, \zeta_{1}, \operatorname{id}_{Z_{X}}\right\rangle\right) \circ \operatorname{tr}\left(c^{\prime}\right) \\
& =\mathrm{ev}_{\sigma} \circ T \gamma \circ T\left(\llbracket \psi_{1} \rrbracket_{\text {SFml }} \times \cdots \times \llbracket \psi_{|\gamma|-1} \rrbracket_{\text {SFml }} \times \llbracket \varphi \rrbracket_{\text {PFml }}\right) \circ \operatorname{st}_{X^{n}, Z_{X}} \circ\left\langle\operatorname{id}_{X}, \ldots, \mathrm{id}_{X}, \operatorname{tr}\left(c^{\prime}\right)\right\rangle,
\end{aligned}
$$

where the last transformation uses Lem. B. 12 On the other hand, the RHS can be written as

They are respectively the top and bottom paths from $X$ to $\Omega$ in the diagram below.

Commutativity of the rectangle in this diagram is guaranteed by Lem. B.11 by letting $f_{i}=\llbracket \psi_{i} \rrbracket_{\text {SFml }}$ and $g=\llbracket \varphi \rrbracket_{\text {PFml }}$.

Proposition B. 14 (coalgebraic expansion law, Prop. 4.9). Let $\sigma \in \Sigma$, $\lambda \in \Lambda$, and $\mu$-schemes $\gamma_{\mu} \in \Gamma_{\mu}$ and $\nu$-schemes $\gamma_{\nu} \in \Gamma_{\nu}$. We have

$$
\begin{equation*}
\llbracket \boldsymbol{\varsigma}_{\sigma} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\right) \sqsupseteq \Psi_{(\sigma, \lambda), \gamma_{\mu}, \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\left(\llbracket \boldsymbol{巾}_{\sigma} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, t \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\right)\right) \tag{33}
\end{equation*}
$$

for $\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}$ with $\llbracket \iota \theta_{i} \rrbracket_{\text {SFml }} \sqsupseteq \llbracket \theta_{i} \rrbracket_{\mu}$ cctı for $i=1, \ldots,\left|\gamma_{\mu}\right|-1$, and

$$
\begin{equation*}
\llbracket \boldsymbol{\omega}_{\sigma} \rrbracket\left(\nu \Phi_{\lambda, \gamma_{\nu}, t \vec{\theta}_{\left|\gamma_{\nu}\right|-1}}\right) \sqsubseteq \Psi_{(\sigma, \lambda), \gamma_{\nu}, \vec{\theta}_{\left|\gamma_{\nu}\right|-1}}\left(\llbracket \boldsymbol{\omega}_{\sigma} \rrbracket\left(\nu \Phi_{\lambda, \gamma_{\nu}, t \vec{\theta}_{\left|\gamma_{\nu}\right|-1}}\right)\right) \tag{34}
\end{equation*}
$$

for $\theta_{1}, \ldots, \theta_{\left|\gamma_{\nu}\right|-1}$ with $\llbracket \iota \theta_{i} \rrbracket_{\mathrm{SFmI}} \sqsubseteq \llbracket \theta_{i} \rrbracket_{\mu \mathrm{cctL}}$ for $i=1, \ldots,\left|\gamma_{\nu}\right|-1$. Furthermore, if $\llbracket \iota \theta_{i} \rrbracket_{\mathrm{SFml}}=\llbracket \theta_{i} \rrbracket_{\mu \mathrm{cctᄂ}}$ for every subformula $\theta_{i}$, the inequalities 7 and 8 are both equalities.

Proof. We prove the $\mu$ case. The $\nu$ case is proven in the same way. By Lem.B.10, we have

$$
\begin{aligned}
& =\gamma_{\mu}\left(\llbracket \theta_{1} \rrbracket_{\mu} \mathrm{cc} \mathrm{\tau L}, \ldots, \llbracket \theta_{\left|\gamma_{\mu}\right|-1} \rrbracket_{\mu} \mathrm{cct} \mathrm{\iota}, \llbracket \boldsymbol{\omega}_{\sigma} \rrbracket \llbracket \rho_{\lambda} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, t \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\right)\right) .
\end{aligned}
$$

Furthermore, by Lem. B.13, we obtain

$$
\begin{aligned}
& \Psi_{(\sigma, \lambda), \gamma_{\mu}, \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\left(\llbracket \boldsymbol{巾}_{\sigma} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, t \vec{\theta}_{\gamma_{\mu} \mid-1}}\right)\right)=\gamma_{\mu}\left(\llbracket \theta_{1} \rrbracket_{\mu} \mathrm{cctᄂ}, \ldots, \llbracket \theta_{\left|\gamma_{\mu}\right|-1} \rrbracket \rrbracket_{\mu} \mathrm{cctᄂ}, \llbracket \boldsymbol{\omega}_{\sigma} \rrbracket \llbracket \Upsilon_{\lambda} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, t \vec{\theta}_{\gamma_{\mu} \mid-1}}\right)\right) \\
& =\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\gamma_{\mu}\left(\llbracket \theta_{1} \rrbracket_{\mu} \mathrm{cctᄂ}, \ldots, \llbracket \theta_{\left|\gamma_{\mu}\right|-1} \rrbracket_{\mu} \mathrm{cctᄂ}, \llbracket \mathrm{Q}_{\lambda} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu},\left\langle\hat{\theta}_{\left|\gamma_{\mu}\right|-1}\right.}\right)\right)\right) \\
& \sqsubseteq \llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\gamma_{\mu}\left(\llbracket \theta_{1} \rrbracket_{\mathrm{SFml}}, \ldots, \llbracket \iota \theta_{\left|\gamma_{\mu}\right|-1} \rrbracket_{\mathrm{SFml}}, \llbracket \mathbb{S}_{\lambda} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, \vec{\theta}_{\left.\right|_{\gamma \mu} \mid-1}}\right)\right)\right) .
\end{aligned}
$$

Here the last transformation comes from $\llbracket \iota \theta_{i} \rrbracket_{\mathrm{SFml}} \sqsupseteq \llbracket \theta_{i} \rrbracket_{\mu}$ ccть for $i=1, \ldots,\left|\gamma_{\mu}\right|-$ 1 and monotonicity of $\llbracket \boldsymbol{\omega}_{\sigma} \rrbracket$ and $\gamma_{\mu}$ (following from the definition of predicate liftings (Def. 2.4 ). Since $\mu \Phi_{\lambda, \gamma_{\mu}, \iota \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}$ is a fixpoint of $\Phi_{\lambda, \gamma_{\mu}, \iota \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}$, we conclude

$$
\begin{aligned}
\Psi_{(\sigma, \lambda), \gamma_{\mu}, \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\left(\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, \iota \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\right)\right) & \sqsubseteq \llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\gamma_{\mu}\left(\llbracket \iota \theta_{1} \rrbracket_{\mathrm{SFml}}, \ldots, \llbracket \iota \theta_{\left|\gamma_{\mu}\right|-1} \rrbracket \rrbracket_{\mathrm{SFml}}, \llbracket \Upsilon_{\lambda} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, \iota \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\right)\right)\right) \\
& =\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\Phi_{\lambda, \gamma_{\mu}, \iota \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\left(\mu \Phi_{\lambda, \gamma_{\mu}, \iota \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\right)\right) \\
& =\llbracket \boldsymbol{\phi}_{\sigma} \rrbracket\left(\mu \Phi_{\lambda, \gamma_{\mu}, \iota \vec{\theta}_{\left|\gamma_{\mu}\right|-1}}\right) .
\end{aligned}
$$

## B. 3 Detailed Proof of Thm. 4.6

Theorem B. 15 (fixpoint characterization, Thm.4.6). If the BT situation $\mathcal{S}$ with maximal execution satisfies Assum. 4.7 , we have $\llbracket \theta \rrbracket_{\mu} \mathrm{cctL}=\llbracket \iota \theta \rrbracket_{\mathrm{SFml}}$ for every $\mu^{\mathrm{CCTL}}$ formula $\theta$, and $\llbracket \iota^{-1} \psi \rrbracket_{\mu} \mathrm{cctL}=\llbracket \psi \rrbracket_{\text {SFml }}$ for every CCTL formula $\psi$.

Proof. Since $\iota$ is a bijection between $\mu^{\text {CCTL }}$ and CCTL, it suffices to show

$$
\begin{equation*}
\llbracket \theta \rrbracket_{\mu^{\mathrm{cctL}}}=\llbracket \iota \theta \rrbracket_{\mathrm{SFml}} \tag{35}
\end{equation*}
$$

for every $\theta \in \mu^{\mathrm{CCTL}}$. We prove eq. 35 by induction on the construction of $\theta$.
For $\theta=\square_{\gamma}\left(\theta_{1}, \ldots, \theta_{|\gamma|}\right)$, equation 35 is straightforward.

For $\theta=\boldsymbol{\varphi}_{\sigma} \bigcirc_{\lambda} \theta^{\prime}$, by the induction hypothesis, we have $\llbracket \iota \theta^{\prime} \rrbracket_{\mathrm{SFml}}=\llbracket \theta^{\prime} \rrbracket_{\mu} \mathrm{cct} \mathrm{\iota}$. Thus, we obtain, by Def. 3.9.

$$
\begin{aligned}
\llbracket \iota\left(\boldsymbol{\oplus}_{\sigma} \odot_{\lambda} \theta^{\prime}\right) \rrbracket_{\mathrm{SFml}} & =\llbracket \boldsymbol{\varphi}_{\sigma} \bigcirc_{\lambda} \iota \theta^{\prime} \rrbracket_{\mathrm{SFml}} \\
& =\left(\operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ \sigma_{Z_{X}}\left(\llbracket \Theta_{\lambda} \iota \theta^{\prime} \rrbracket_{\mathrm{PFml}}\right) \\
& =\left(\operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ \sigma_{Z_{X}}\left(\zeta_{2}^{*} \circ \lambda_{Z_{X}} \llbracket \iota \theta^{\prime} \rrbracket_{\mathrm{PFml}}\right) \\
& =\left(\operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ \sigma_{Z_{X}}\left(\zeta_{2}^{*} \circ \lambda_{Z_{X}}\left(\zeta_{1}^{*} \llbracket \iota \theta^{\prime} \rrbracket_{\mathrm{SFmI}}\right)\right) \\
& =\left(\operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ \sigma_{Z_{X}} \circ \zeta_{2}^{*} \circ \lambda_{Z_{X}} \circ \zeta_{1}^{*}\left(\llbracket \theta^{\prime} \rrbracket_{\mu \mathrm{cctL}}\right) .
\end{aligned}
$$

Using naturality of $\lambda$ and $\sigma$, the above equation is

$$
\begin{aligned}
\llbracket \iota\left(\boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} \theta^{\prime}\right) \rrbracket_{\mathrm{SFml}} & =\left(\operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ \sigma_{Z_{X}} \circ \zeta_{2}^{*} \circ F \zeta_{1}^{*} \circ \lambda_{X}\left(\llbracket \theta^{\prime} \rrbracket_{\mu} \mathrm{ccTL}\right) \\
& =\left(\operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ \sigma_{Z_{X}} \circ\left(F \zeta_{1} \circ \zeta_{2}\right)^{*} \circ \lambda_{X}\left(\llbracket \theta^{\prime} \rrbracket_{\mu}^{\mathrm{ccTL}}\right) \\
& =\left(\operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ\left(T\left(F \zeta_{1} \circ \zeta_{2}\right)\right)^{*} \circ \sigma_{F X} \circ \lambda_{X}\left(\llbracket \theta^{\prime} \rrbracket_{\mu} \mathrm{ccTL}\right) \\
& =\left(T\left(F \zeta_{1} \circ \zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right)\right)^{*} \circ \sigma_{F X} \circ \lambda_{X}\left(\llbracket \theta^{\prime} \rrbracket_{\mu} \mathrm{ccTL}\right) .
\end{aligned}
$$

Since $T\left(F \zeta_{1} \circ \zeta_{2}\right) \circ \operatorname{tr}\left(c^{\prime}\right)=c$ by Lem. B.8 we finally have

$$
\begin{aligned}
\llbracket \iota\left(\boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} \theta^{\prime}\right) \rrbracket_{\mathrm{SFml}} & =c^{*} \circ \sigma_{F X} \circ \lambda_{X}\left(\llbracket \theta^{\prime} \rrbracket_{\mu} \mathrm{CcTL}\right) \\
& =\llbracket \boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} \theta^{\prime} \rrbracket_{\mu} \mathrm{cCTL} .
\end{aligned}
$$

Finally, the case $\theta=\mu u . \square_{\gamma_{\mu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \bigcirc_{\lambda} u\right)$ is already shown in the proof sketch in $\$ 4.2$ by using Prop. 4.9 (Prop. B.14).

## C Detailed Proof of Prop. 4.11

Proposition C.1. $\mathcal{S}_{N D}$ satisfies Assum. 4.7 with $\Gamma_{\mu}=\{\mathrm{U}\}$ and $\Gamma_{\nu}=\{\mathrm{W}\}$. Thus, $\mathcal{S}_{N D}$ enjoys the fixpoint characterization (Thm. 4.6).

Proof. Condition 4 is already described in the proof sketch of Prop. 4.11. We here prove the other conditions of Assum. 4.7.

On condition 1, we already saw the non-empty powerset monad $\mathcal{P}^{+}$is affine in Example 2.2.

On condition 2, we have

$$
\begin{aligned}
\operatorname{st}_{X, Z_{X}} & \circ\left\langle\operatorname{id}_{X}, \operatorname{tr}\left(c^{\prime}\right)\right\rangle(x)
\end{aligned}=\left\{(x, z) \mid z \in \operatorname{tr}\left(c^{\prime}\right)(x)\right\}, ~=\left\{\left(\zeta_{1}(z), z\right) \mid z \in \operatorname{tr}\left(c^{\prime}\right)(x)\right\} .
$$

Thus, condition 2 comes from $\zeta_{1}(z)=x$ for $z \in \operatorname{tr}\left(c^{\prime}\right)(x)$. This equality can be obtained by Lem. B. $6{ }^{12}$ Indeed, we have

$$
\begin{aligned}
\left\{\zeta_{1}(z) \mid z \in \operatorname{tr}\left(c^{\prime}\right)(x)\right\} & =\mathcal{P}^{+}\left(\zeta_{1}\right) \circ \operatorname{tr}\left(c^{\prime}\right)(x) \\
& =\eta_{X}(x) \\
& =\{x\}
\end{aligned}
$$

On condition 3, we have to show the diamond $\diamond$ and box modalities $\square$ are Eilenberg-Moore $\mathcal{P}^{+}$-algebra, which is shown in [5]. Note that, whereas the diamond modality is also an Eilenberg-Moore $\mathcal{P}$-algebra, the box modality is not.

On condition5, we have four connectives $\perp, \top, \vee$ and $\wedge$. We can easily check the 0 -ary operators $\perp$ and $T$ satisfy the diagram eq. (6) in condition 5 . We here prove eq. (5) for the conjunction $\wedge$ case with the diamond modality $\diamond$ : other cases, $\wedge$ with $\square$ and $\vee$ with $\diamond$ and $\square$, are calculated quite similarly. Let $t \in \mathbf{2}$ and $S \in \mathcal{P}^{+} \boldsymbol{2}$. By concrete calculation, we have

$$
\begin{aligned}
\diamond \circ \mathcal{P}^{+}(\wedge) \circ \operatorname{st}_{\mathbf{2}, \mathbf{2}}(t, S) & =\diamond(\{t \wedge s \mid s \in S\}) \\
\wedge \circ\left(\operatorname{id}_{\mathbf{2}} \times \diamond\right)(t, S) & =t \wedge \diamond(S)
\end{aligned}
$$

For every (non-empty) subset $S$, these two expressions coincide.
On condition 6, as we mentioned after Assum. 4.7, the canonical predicate lifting $\operatorname{Pred}(F)$ for the polynomial $F$ is bilinear w.r.t. $\mathrm{ev}_{\sigma}$ if boolean operators are so. Thus, condition 6 follows from validity of condition 5 above.

## D Proof of Prop. 4.13

Proposition D.1. $\mathcal{S}_{q R}$ with its state space $(X, \mathcal{P} X)$ for a countable set $X$ satisfies the other conditions of Assum. 4.7 than condition4 with $\Gamma_{\mu}=\left\{\left(\_\vee\left(\_\wedge_{-}\right)\right)\right\}$ and $\Gamma_{\nu}=\left\{\left(\_\wedge\left(-\vee_{-}\right)\right)\right\}$Thus, $\mathcal{S}_{q R}$ with countable $(X, \mathcal{P} X)$ enjoys the partial fixpoint characterization (Prop. 4.10).
Proof. On condition 1, we already saw the Giry monad $\mathcal{G}_{1}$ is affine in Example 2.2 .

On condition 2, by Example 3.5, we have, for $x \in X$,

$$
\begin{aligned}
\operatorname{st}_{X, Z_{X}} \circ\left\langle\operatorname{id}_{X}, \operatorname{tr}\left(c^{\prime}\right)\right\rangle(x) & =\delta_{x} \times\left(\operatorname{tr}\left(c^{\prime}\right)(x)\right) \\
& =\lambda S \in \Sigma_{X \times Z_{X}} \cdot \operatorname{tr}\left(c^{\prime}\right)(x)\left(S_{x}\right) \\
\mathcal{G}_{1}\left\langle\zeta_{1}, \operatorname{id}_{Z_{X}}\right\rangle \circ\left\langle\operatorname{id}_{X}, \operatorname{tr}\left(c^{\prime}\right)\right\rangle(x) & =\lambda S \in \Sigma_{X \times Z_{X}} \cdot \operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\langle\zeta_{1}, \operatorname{id}_{Z_{X}}\right\rangle^{-1}(S)\right) \\
& =\lambda S \in \Sigma_{X \times Z_{X}} \cdot \operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\{z \in Z_{X} \mid\left(\zeta_{1}(z), z\right) \in S\right\}\right)
\end{aligned}
$$

where $\lambda$ is the lambda function notation, $\Sigma_{X \times Z_{X}}$ is the canonical measurable structure on the product $X \times Z_{X}$, and $S_{x}$ is the $x$-section $\left\{z \in Z_{X} \mid(x, z) \in S\right\}$ of $S$. We want

$$
\operatorname{tr}\left(c^{\prime}\right)(x)\left(S_{x}\right)=\operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\{z \in Z_{X} \mid\left(\zeta_{1}(z), z\right) \in S\right\}\right)
$$

${ }^{12}$ We can use Lem. B. 6 here because it depends only on condition 1 and we proved affine-ness of $\mathcal{P}^{+}$.
for every measurable set $S \in \Sigma_{X \times Z_{X}}$. Since $X$ is supposed to be countable, we have a countable sum

$$
\left\{z \in Z_{X} \mid\left(\zeta_{1}(z), z\right) \in S\right\}=\bigcup_{y \in X}\left\{z \in Z_{X} \mid y=\zeta_{1}(z) \text { and }(y, z) \in S\right\}
$$

Note that this countable sum is indeed a disjoint sum. By Lem. B.6, we have ${ }^{13}$

$$
\begin{aligned}
\delta_{x} & =\eta_{X}(x) \\
& =\mathcal{G}_{1}\left(\zeta_{1}\right) \circ \operatorname{tr}\left(c^{\prime}\right)(x) \\
& =\lambda A \in \Sigma_{X} \cdot \operatorname{tr}\left(c^{\prime}\right)(x)\left(\zeta_{1}^{-1}(A)\right)
\end{aligned}
$$

Since $\{x\} \in \Sigma_{X}=\mathcal{P} X$, we have, for $B \in \Sigma_{Z_{X}}$,

$$
\begin{aligned}
& B \subseteq \zeta_{1}^{-1}(\{x\}) \Longrightarrow \operatorname{tr}\left(c^{\prime}\right)(x)(B)=1 \\
& B \nsubseteq \zeta_{1}^{-1}(\{x\}) \Longrightarrow \operatorname{tr}\left(c^{\prime}\right)(x)(B)=0
\end{aligned}
$$

Thus, by sigma-additivity of probability measures, we have

$$
\begin{aligned}
& \operatorname{tr}\left(c^{\prime}\right)(x)\left(\bigcup_{y \in X}\left\{z \in Z_{X} \mid y=\zeta_{1}(z) \text { and }(y, z) \in S\right\}\right) \\
& =\sum_{y \in X} \operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\{z \in Z_{X} \mid y=\zeta_{1}(z) \text { and }(y, z) \in S\right\}\right) \\
& =\operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\{z \in Z_{X} \mid x=\zeta_{1}(z) \text { and }(x, z) \in S\right\}\right)
\end{aligned}
$$

Furthermore, we have

$$
\begin{aligned}
& \operatorname{tr}\left(c^{\prime}\right)(x)\left(S_{x}\right) \\
& =\operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\{z \in Z_{X} \mid x=\zeta_{1}(z) \text { and }(x, z) \in S\right\} \cup\left\{z \in Z_{X} \mid x \neq \zeta_{1}(z) \text { and }(x, z) \in S\right\}\right) \\
& =\operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\{z \in Z_{X} \mid x=\zeta_{1}(z) \text { and }(x, z) \in S\right\}\right)+\operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\{z \in Z_{X} \mid x \neq \zeta_{1}(z) \text { and }(x, z) \in S\right\}\right) \\
& =\operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\{z \in Z_{X} \mid x=\zeta_{1}(z) \text { and }(x, z) \in S\right\}\right)
\end{aligned}
$$

Finally, we obtain

$$
\begin{aligned}
& \operatorname{tr}\left(c^{\prime}\right)(x)\left(S_{x}\right) \\
& =\operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\{z \in Z_{X} \mid x=\zeta_{1}(z) \text { and }(x, z) \in S\right\}\right) \\
& =\operatorname{tr}\left(c^{\prime}\right)(x)\left(\bigcup_{y \in X}\left\{z \in Z_{X} \mid y=\zeta_{1}(z) \text { and }(y, z) \in S\right\}\right) \\
& =\operatorname{tr}\left(c^{\prime}\right)(x)\left(\left\{z \in Z_{X} \mid\left(\zeta_{1}(z), z\right) \in S\right\}\right)
\end{aligned}
$$

On condition 3. we saw this in 4.3

[^4]On condition 5, it suffices to check it for four connectives $\perp, T, \vee$ and $\wedge$. We can easily check the 0 -ary operators $\perp$ and $T$ satisfy the diagram eq. (6) in condition 5 . We here prove eq. (5) for conjunction $\wedge$ and the modality $\geq_{1}$ since the $V$ and $>_{0}$ case can be seen in the same manner. We want the diagram

to commute. Each path of this diagram can be calculated as

$$
\begin{gathered}
\geq_{q} \circ \mathcal{G}_{1}(\wedge) \circ \operatorname{st}_{(\mathbf{2}, \mathcal{P} \mathbf{2}),(\mathbf{2}, \mathcal{P} \mathbf{2})}(t, r)=\left\{\begin{array}{ll}
\geq_{1}(r) & t=1 \\
0 & t=0
\end{array},\right. \\
\wedge \circ\left(\operatorname{id}_{(\mathbf{2}, \boldsymbol{P} \mathbf{2})} \times \geq_{q}\right)(t, r)=t \wedge \geq_{1}(r)
\end{gathered}
$$

for $t \in \mathbf{2}$ and $r \in \mathcal{M}_{(\mathbf{2}, \mathcal{P} \mathbf{2})} \cong[0,1]$. These coincide since $\geq_{1}(r)$ means $r \geq 1$ by the definition of the modality $\geq_{1}$ (Example 2.5).

On condition 6, by the same reason as we mentioned in the proof of Prop. C.1, condition 6 follows from condition 5 , which we proved now.

## E Proof of Prop. 5.2

Proposition E. 1 (termination and correctness of $M C_{\mathcal{S}}^{C C T L}$, Prop. 5.2). For a given CCTL formula $\psi$, the algorithm $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$ terminates and returns $\llbracket \psi \rrbracket_{\mathrm{SFml}}$.

Proof. We check termination and correctness of $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$ simultaneously.
Firstly, the encoding $\iota^{-1}$ is terminating by its definition. Correctness of $\iota^{-1}$ is assured in Thm. 4.6.

Next, we check termination and correctness of the procedure $\operatorname{CHECK}(\theta)$, i.e., whether $\operatorname{CHECK}(\theta)$ calculates $\llbracket \theta \rrbracket_{\mu}$ cctL for a given $\mu^{\mathrm{CCTL}}$ formula $\theta$ in finite steps. Among the four cases inside $\operatorname{CHECK}(\theta)$, the $\odot_{\gamma}$ case and the $\boldsymbol{\varphi}_{\sigma} \bigcirc_{\lambda}$ case are clear, see Def. 4.2

We move on to the $\mu$ case. Firstly, we hypothesize $\operatorname{CHECK}\left(\theta_{i}\right)=\llbracket \theta_{i} \rrbracket_{\mu \text { сcть }}$ for every subformula $\theta_{i}\left(i=1, \ldots,\left|\gamma_{\mu}\right|-1\right)$. Then the procedure $\operatorname{CHECK}\left(\mu u\right.$. $\boxtimes_{\gamma_{\mu}}$ $\left.\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}, \boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} u\right)\right)$ calculates the chain

$$
\begin{equation*}
\perp \sqsubseteq \Psi(\perp) \sqsubseteq \cdots \sqsubseteq \Psi^{n}(\perp) \sqsubseteq \cdots \tag{36}
\end{equation*}
$$

in $\Omega$, where $\Psi$ represents $\gamma_{\mu}\left(\llbracket \theta_{1} \rrbracket_{\mu}\right.$ ссть $, \ldots, \llbracket \theta_{\left|\gamma_{\mu}\right|-1} \rrbracket_{\mu}$ ссть, $\llbracket \boldsymbol{\varphi}_{\sigma} \triangle_{\lambda} \rrbracket_{\mu}$ ссть $\left.\left(\_\right)\right)$(in accordance with the notation of Def. 4.2. Indeed, Line 10 initializes $U$ as $\perp$ and $V$
 loop (Line 11) first sets $U:=V$ (Line 12). Then Line 13 updates $V$ to $\Psi(V)$.

[^5]Thus, at the end of each iteration of the while loop, the equality $U=\Psi(V)$ is an invariant, which means $U$ at the end of $n$-th iteration is exactly $\Psi^{n}(\perp)$.

The Cousot-Cousot theorem [9] assures the chain (eq. (36)) approximates the least fixpoint of the monotone function $\Psi$. Since this least fixpoint $\mu \Psi$ coincides with $\llbracket \theta \rrbracket_{\mu^{\text {cctL }} \text { by Def. }}$ 4.2, the while loop (Line 11 ) returns $\llbracket \theta \rrbracket_{\mu}$ cctг if it terminates (correctness). By the finiteness of $X$, as imposed in Assum. 5.1, the while loop (Line 11) indeed terminates (termination): the number of its iteration steps is bounded by $|X|$.

The $\nu$ case is treated in the same way as the $\mu$ case.

## F Proof of Prop. 5.4

Proposition F. 1 (complexity bound of $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$, Prop. 5.4). Let $|\psi|$ be the number of subformulas in $\psi$, and $N$ be a constant that bounds the time to execute the boolean operations used in $\psi$. The complexity of $\mathrm{MC}_{\mathcal{S}}^{\mathrm{CCTL}}$ is given by

$$
O(|\psi| \cdot|X| \cdot(N+t(\sigma, \lambda)+2 \cdot t(\sigma, \lambda) \cdot N)+|\psi|)
$$

When $t(\sigma, \lambda)$ is polynomial to the size $|X|$, so is the complexity of $\mathrm{MC}_{\mathcal{S}}{ }^{\mathrm{CCTL}}$.
Proof. Since the translation $\iota^{-1}$ takes only linear-time to the size of the CCTL formula $\psi$, the total complexity of Algo. 11 is $O(|\psi|+C)$ where $C$ is the complexity of CHECK $\left(\iota^{-1} \psi\right)$ in Algo. 1. We decide this $C$.

- The $\square_{\gamma}\left(\theta_{1}, \ldots, \theta_{|\gamma|}\right)$ case: we check whether $x \in \gamma\left(\llbracket \theta_{1} \rrbracket_{\mu}\right.$ cсть $, \ldots, \llbracket \theta_{|\gamma|} \rrbracket_{\mu}$ ссть $)$ for every $x \in X$. By the definition of the constant $N$, the time to solve this problem is bounded by $|X| \cdot N$.
- The $\boldsymbol{\phi}_{\sigma} \triangle_{\lambda} \theta^{\prime}$ case: we check whether $x \in \llbracket \boldsymbol{\phi}_{\sigma} \triangle_{\lambda} \rrbracket\left(\llbracket \theta^{\prime} \rrbracket{ }_{\mu}\right.$ cctı $)$ for every $x \in X$. By Def. 5.3, the time to solve this problem is bounded by $|X| \cdot t(\sigma, \lambda)$.
- The $\mu u . \square_{\gamma_{\mu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\mu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \triangle_{\lambda} u\right)$ case: we check whether

$$
\begin{equation*}
x \in \mu u \cdot \gamma\left(\llbracket \theta_{1} \rrbracket_{\mu}^{\mathrm{ccTL}}, \ldots, \llbracket \theta_{\left|\gamma_{\mu}\right|-1} \rrbracket_{\mu} \text { cctı }, \llbracket \boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} \rrbracket(u)\right) \tag{37}
\end{equation*}
$$

for every $x \in X$. In each iteration of the while loop (Line 11), we check whether $x \in \gamma\left(\llbracket \theta_{1} \rrbracket_{\mu}\right.$ ccть $, \ldots, \llbracket \theta_{\left|\gamma_{\mu}\right|-1} \rrbracket_{\mu}$ ccть,$\left.\llbracket \boldsymbol{\phi}_{\sigma} \bigcirc_{\lambda} \rrbracket(Q)\right)$ for every $x \in X$, where $Q$ is some $\Omega$-predicate. Thus, the time to compute each iteration of the while loop is bounded by $|X| \cdot t(\sigma, \lambda) \cdot N$. Furthermore, the number of the while loop iterations (Line 11) is bounded by $|X|$ since the Cousot-Cousot theorem and our finiteness assumption assure we obtain the least fixpoint with at most $|X|$ steps, as we saw in the proof of Prop. E. 1 . Hence, the time to decide whether eq. (37) for every $x \in X$ is bounded by $|X| \cdot t(\sigma, \lambda) \cdot N$.

- The $\nu u$. $\boxtimes_{\gamma_{\nu}}\left(\theta_{1}, \ldots, \theta_{\left|\gamma_{\nu}\right|-1}, \boldsymbol{\oplus}_{\sigma} \odot_{\lambda} u\right)$ case is the same as the $\mu$ case.

Therefore, each call of the switch has the complexity

$$
\begin{aligned}
& O(|X| \cdot N+|X| \cdot t(\sigma, \lambda)+|X| \cdot t(\sigma, \lambda) \cdot N+|X| \cdot t(\sigma, \lambda) \cdot N) \\
& =O(|X| \cdot(N+t(\sigma, \lambda)+2 \cdot t(\sigma, \lambda) \cdot N))
\end{aligned}
$$

Thus, the complexity $C$ of $\operatorname{CHECK}\left(\iota^{-1} \psi\right)$ is

$$
O(|\psi| \cdot|X| \cdot(N+t(\sigma, \lambda)+2 \cdot t(\sigma, \lambda) \cdot N))
$$

Finally, we conclude the total complexity of $\mathrm{MC}_{\mathcal{S}}^{C C T L}$ as

$$
O(C+|\psi|)=O(|\psi| \cdot|X| \cdot(N+t(\sigma, \lambda)+2 \cdot t(\sigma, \lambda) \cdot N)+|\psi|)
$$


[^0]:    ${ }^{5}$ In a category which has enough copowers [27, like Set and SB, any polynomial functor can be represented as an arity functor, and vice versa.
    ${ }^{6}$ Such an $n$-ary strength is defined uniquely by virtue of commutativity.

[^1]:    ${ }^{7}$ Here a boolean operator means a map on a complete lattice constructed from operators $\perp, \top, \vee$ and $\wedge$.
    ${ }^{8}$ Recall the Yoneda lemma: there is a bijective correspondence between natural transformations from $\Omega^{(-)}$to $\Omega^{G-}$ and elements of $\Omega^{G \Omega}$.
    ${ }^{9}$ Although we treat only unary next-time operators for simplicity, we can easily extend our framework to contain 0-ary next-time operators. Such 0-ary modalities are used to include atomic predicates to our syntax (see Def. 3.7) as in [19, 33. We will freely exploit this extension when we talk about concrete examples.

[^2]:    ${ }^{10}$ The notations $\mu \mathcal{L}_{F}, \mu \mathcal{L},\left[\lambda_{F}\right]$ and $[\lambda]$ of the original $\mu \mathcal{L}$ [5] correspond to PFml, SFml, $\bigcirc$ and $\boldsymbol{\uparrow}$, respectively, in our presentation. We also omit variables in SFml.

[^3]:    ${ }^{11}$ Another (equivalent) choice of $\Gamma_{\mu}$ and $\Gamma_{\nu}$ is possible: we can put $\Gamma_{\mu}=\left\{\vee,\left(\_\vee\left(\_\wedge\right.\right.\right.$ $\left.\left.\left.\__{-}\right)\right)\right\}$and $\Gamma_{\nu}=\left\{\wedge,\left(\_\wedge\left(\_\vee \_\right)\right)\right\}$, and the least/greatest fixpoint formula made of $\vee / \wedge$ is denoted by $F / G$.

[^4]:    ${ }^{13}$ We can use Lem. B. 6 here because it depends only on condition 1 and we proved affine-ness of $\mathcal{G}_{1}$.

[^5]:    ${ }^{14}$ Note that the bottom element is not necessary the same as the empty set.

